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ABSTRACT 

ccurate simulation of cyber warfare can prepare decision-makers for its challenges.  With 

cyber warfare, it is possible to control an adversaries’ information, target the portions of 

cyber space used for situational awareness and decision-making, lead the adversary to make 

desired decisions, and strike directly at the opposition’s mind.  A cyber attack diminishes 

individual and group situational awareness and command and control by undermining one or 

more elements of cyberspace.  The cyber space threat is magnified by the technologies of the 

network centric warfare (NCW) paradigm.  The vulnerabilities exploited by cyber warfare are 

inherent to NCW technologies.  Due to the importance of cyber space to success in warfare, 

proper assessment of real-world and cyber circumstances must be trained via exposure to 

simulated cyber attacks. 

To simulate a cyber attack, we need only alter the information presented to the decision-makers.  

Appropriately configured simulation environments can be used to develop expertise in dealing 

with cyber warfare and provide an environment for the development of cyber warfare strategies 

and tactics.  In the paper, we discuss the effects of cyber attacks upon individual and group 

situational awareness and an approach to cyber warfare simulation. 
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ABSTRACT 

ccurate simulation of cyber warfare can prepare decision-makers for its challenges.  With 

cyber warfare, it is possible to control an adversaries’ information, target the portions of 

cyber space used for situational awareness and decision-making, lead the adversary to make 

desired decisions, and strike directly at the opposition’s mind.  A cyber attack diminishes 

individual and group situational awareness and command and control by undermining one or 

more elements of cyberspace.  The cyber space threat is magnified by the technologies of the 

network centric warfare (NCW) paradigm.  The vulnerabilities exploited by cyber warfare are 

inherent to NCW technologies.  Due to the importance of cyber space to success in warfare, 

proper assessment of real-world and cyber circumstances must be trained via exposure to 

simulated cyber attacks. 

To simulate a cyber attack, we need only alter the information presented to the decision-makers.  

Appropriately configured simulation environments can be used to develop expertise in dealing 

with cyber warfare and provide an environment for the development of cyber warfare strategies 

and tactics.  In the paper, we discuss the effects of cyber attacks upon individual and group 

situational awareness and an approach to cyber warfare simulation. 

1. INTRODUCTION – CYBER SPACE 

“Great part of the information obtained in War is contradictory, a still greater part is false, and by far the 
greatest part is of a doubtful character.  ...  This is not a trifling difficulty even in respect of the first plans, 
… but it is enormously increased when in the thick of War itself one report follows hard upon the heels of 

another;”  - Clausewitz, On War1 

 urprise produces confusion.  Confusion leads to uncertainty and inaction.  Uncertainty and inaction lead to 

disadvantage.  The accumulated weight of disadvantages results in defeat.  This causal chain is as old as 

war.  Cyber warfare allows both surprise and confusion to be inflicted upon an adversary at a time of our 

choosing, in a manner of our choosing, and in a way that exploits the adversaries’ decision-making biases.  By using 

cyber warfare, it is possible to control an adversaries’ information, target the portions of cyber space used for 

situational awareness and decision-making, lead the adversary to make desired decisions, and strike directly at the 

opponent’s mind, decision processes, and situational awareness.  Using cyber warfare, it is possible to lead the 

adversary to make the decisions that we desire.  Because of the inherent uncertainties in warfare, the informational 

challenges posed by cyber warfare may overwhelm decision-makers when first experienced.  Therefore, decision-

makers should be prepared for the environment that they will encounter in cyberspace.  We contend that accurate 

simulation of cyber warfare may prepare decision-makers for the challenges they will encounter in cyber warfare.  

In this paper, we discuss the informational aspects of cyber warfare and present an approach to preparing decision 

makers for cyber warfare’s effects using a simulation environment that exploits virtual machine technology and the 

effect of information uncertainty upon situational awareness. 

                                                 
1
 Clausewitz.  (1968) On War.  Penguin Books:  Middlesex, UK, translation by J.J. Graham, 1908, p. 162. 
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Cyber space is composed of four main elements: 1) data, 2) computing technologies (such as computer 

hardware, computer software, computer networks/infrastructure, network protocols, virtualization, and cloud 

computing), 3) information analysis/comprehension technologies (such as information visualization, 

artificial intelligence, collaboration, and data mining technologies), and 4) information 
interaction/management technologies (such as human-computer interaction, intelligent agent, human 

intent inferencing, intelligent system intent inferencing, personalization technologies, and database technologies.)  

The threat posed by cyber attacks arises from the adoption and use of information to leverage operational 

performance in the network centric warfare (NCW) paradigm [1,2].  The improvements in shared situational 

awareness and group decision-making enabled by Network Centric Warfare (NCW) capabilities can increase 

military effectiveness by reducing decision-maker information uncertainty and by maximizing information sharing 

between and among decision-makers.  NCW makes information, computers, software, and the network profitable 

targets for attack because they enable information exploitation.  The vulnerabilities exploited by cyber warfare are 

intrinsic to the technologies used to achieve the advantages provided by Network Centric Warfare.  As noted by 

Geer and Archer [3], the challenges posed to the cyber defender are increasing.  Therefore, we believe that cyber 

defenders must always expect their cyber defenses to be breached and be prepared to operate successfully despite 

the successful breach while also recovering from and sealing the breach. 

Cyber space dominance in a network centric environment is critical because cyber space dominance enables 

effective, trustworthy decision-making [4].  Cyber space dominance insures that accurate, trustworthy, relevant 

information is provided to the decision-makers.  Because cyber space dominance is not assured; systems and 

decision-makers must be prepared for cyberwarfare attacks designed to undermine decision-making ability by 

attacking information.  There are two needs that the preparation must address.  The first is the need to prepare 

decision-makers for the confusing, contradictory, and misleading information that will be presented to them during a 

cyberwarfare attack.  The second aspect is preparing decision-makers to exploit cyber space dominance by effective 

employment of trustworthy information analysis/comprehension, and information interaction/management 

technologies.  

As cyber attacks of all types increase in sophistication, cyber attack technology has increased in its ability to target 

specific data and physical resources [5-17], which in turn will undercut the usefulness and value of information for 

decision making and situational awareness [18-24].  This increase in sophistication has been clearly demonstrated by 

the Stuxnet, Flame, Red October, and DuQu malware deployments.  The challenges posed by increasingly capable 

malware are compounded by the introduction of virtual machine [NIST 800-125] and cloud computing technologies 

[25-31].  The combination of more capable malware coupled with virtual machine and cloud computing 

technologies indicates that a reassessment of modes of information protection and the associated reasoning about 

protection of data and computational resources during an attack is required.  Future malware attacks will, inevitably, 

target systems in the same sophisticated manner as Stuxnet and transmit data from the targets and/or subtly 

modifying the data so as to corrupt data in a malicious but not immediately apparent manner.  We expect that future 

cyber attacks will be structured to support the introduction of false information, to target individuals for information 

degradation, and to precisely corrupt information that reaches decision-makers.  Cyber attacks will be coordinated 

and mounted in campaigns in order to maximize confusion and maximally exploit cyber successes.    

Simulation environments allow us to prepare decision-makers for the inevitable cyber attacks upon the information 

they need for decision-making and to develop cyber warfare experience, strategies, and tactics that preserve 

information value and insure that decision-relevant information reaches decision-makers.  Training in effective 

cyber response is imperative because uncertainty, confusion, and information overload are known to lead to 

improper and counter-productive human behaviors; and these three outcomes are the intended outcome of a cyber 

attack.  Because of the volume of information that must be considered and the rapid pace of activity in the cyber 

battlespace, the decision-maker and decision support personnel must be prepared for the confusing and novel 

information circumstances that will occur. 

The tools and training needed to prepare decision-makers for the challenges of cyber conflict must address three 

classes of cyber situations that they may face:  1) operations in a NCW environment during normal conditions, 2) 

operations in a NCW environment during a cyber attack, and 3) operations in a NCW environment after a cyber 

attack.  The training, techniques, and tools needed by decision-makers in these three circumstances may be 

developed using simulation environments designed to achieve the following goals: 1) to improve understanding of 

the challenges posed to decision-makers during a cyber attack, 2) to test and evaluate the cyber defense tools, 

techniques, and training, 3) to practice using cyber defense tools and techniques, and 4) to determine information 



 

  

value during a wide array of circumstances in order to deploy cyber defenses.  The tools, techniques, and training 

must be extensible and flexible so that they can readily altered to address new cyber threats and tactics.  The 

remainder of this paper addresses these issues.   The paper is organized as follows.  The next section contains 

background information concerning information transmission measurement, situational awareness, and virtual 

machine technology.  Section Three contains a discussion of the use of simulation to acquire experience in cyber 

warfare.  Section Four presents an approach to reducing cyber attack effectiveness by the use of virtual machine 

technology.  Section Five contains a summary and future work. 

2. BACKGROUND 

In this section we discuss information movement modeling equations, situational awareness, and virtual machine 

technology. 

2.1 Information Movement Modeling Equations 

The movement of information through the organization is important to the development of situational awareness.  

Based on our prior work regarding network centric organizations [39-42, 132], there are two sets of entities that 

must be considered when assessing data movement:  1) sources of data and 2) recipients of data.  To represent these 

entities, let r be the set of data recipients and allow them to be arbitrarily and uniquely labeled from 1 to n.  Within 

the same organization, let s be the set of data sources and allow them to be arbitrarily and uniquely labeled from 1 to 

m.  Let Ir be the data required by/destined for a particular recipient of data r and let n be the number of these data 

recipients and let Is be the data sent from any source of data s and let m be the number of these data sources.  Then, 

Ir Is represents the instantaneous data volume (in bytes) between a source, s, and a recipient, r, of data.  We can 

then define the total information in movement at any time, I1, as the following (note that this formulation 

encompasses unicast, multicast, and broadcast network transmissions underway at any time as well as other modes 

of communication): 

I1 =        (1) 

I1 represents the total amount of information in transit (in bytes) from all sources of information to all recipients of 

information within an organization at any given time.  The maximum value for I1 corresponds to the maximum 

demand for data transmission within an organization at any time.  I1 indicates that for a network centric force to be 

effective, its data capacity must accommodate peak demands for transmission of data in conjunction with peak 

demand for transmission of network management data, and therefore indicates the minimum data carrying capacity 

required by the organization’s communications infrastructure.  

Using I1, we can define the instantaneous data velocity  within an organization at a given time  using equation 2.  
Data velocity is a measurement of the change in the amount of data moving through the organization’s 

communications infrastructure, a data velocity of zero means that the amount of data in the organization’s 

communications infrastructure has not changed between the two time intervals.  A high value for information 

velocity means that the requirement for data transport has increased and that the information infrastructure has been 

able to respond to the increase in demand for data transport. 

  = (I1 - I1-1
)/ I1-1

       (2) 

The mean data velocity m for an organization over a time interval,  is defined in equation 3.  A large change in 

 and/or m may indicate a cyber attack is underway.  A large decrease in  may indicate that cyber defenses are 

imposing significant delays upon information delivery.  If we let (ri  si  0) indicate that there is network traffic 

between the indicated recipient and sender of information, then we can define I2
, the average time required for 

data to move from sources to recipients within an organization during a time interval , using equation 4.  I2 for a 

given time interval, , is calculated using Equation 5. 
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Equations 1-5 provide both a means to assess the effects of a cyber attack as well as insight into the effects of cyber 

attacks upon an organization’s infrastructure.  Additionally, we can gain insight into those occasions when decision-

makers are being overloaded with information, indicated by an increase in I1 and I2 and when they may be lacking 

the information they need, which could be indicated by a decreasing I1 and a decreasing m. 

Additional metrics can be derived to provide further insight into the state of cyber space and function as indicators 

of malware infestation and cyber attack.  Equations 6 – 10 provide examples of derived metrics.  The I1metric
 

measure, defined in equation 6, is the data transport metric.  The I1metric
 assesses the volume of relevant data moving 

through the system in relation to the volume of data required by the decision-maker.  A low value for the measure 

indicates that the decision-maker may lack required information, whereas a high value indicates that the decision-

maker is receiving the information that is required. 

I1metric
 = I1actual 

/ I1required
       (6) 

Another indicator that can be derived to determine if a cyber attack is underway and to assess the effectiveness of 

cyber defenses is the ratio between the actual data transport rate from source to recipient and the required data 

transport rate from source to recipient, called the I2metric
, (defined in equation 7).  The higher the value achieved for 

the I2metric
 the less likely that a successful cyber attack is underway and the higher the likelihood that the cyber 

defenses are performing effectively.  Conversely, a low value for I2metric 
 indicates that a cyber attack is retarding 

data transport, which can interfere with decision-making and situational awareness. 

I2metric
 = I2actual 

/ I2required
 (7) 

Like the I2 metric
, the I2 metric

  (defined in equation 8) measure assesses data transport from sources to recipients, 

but over a longer time interval.  The I2 metric
 sacrifices sensitivity to transient events to achieve insight into ongoing, 

low-level disruptions of information transport.  The I2 metric
 is useful for detecting cyber attacks, whereas the I2 

metric
 is more effective in its ability to assess the effectiveness of cyber defenses as well as low data volume cyber 

attacks.  The higher the value of the I2 metric
, the less likely that a successful cyber attack is underway and the more 

likely that cyber defenses are performing adequately.  Conversely, a low value for I2 metric 
indicates that it is more 

likely that a cyber attack is retarding data transport, which can interfere with decision-making.  More importantly, a 

low value for I2 metric
 indicates that cyber defenses are likely being ineffective against the cyber attack. 

 I2metric
 = I2actual 

/ I2required 
(8) 

Additional insight into the state of data transport and adequacy of cyber defenses in the face of cyber attack can be 

achieved by looking for changes in mean data velocity at times  and +1, as captured in the m metric
 defined in 

equation 9.  The m metric
 assesses changes in data velocity over long, non-overlapping, and not necessarily 

consecutive time periods.  A value for m metric 
close to 1.0 indicates that data velocity is consistent and that cyber 

defenses are adequate, values either very much greater than 1.0 or less than 1.0 indicates that data velocity is being 

affected either by a blockage, diversion of data, or by the introduction of malicious data into the system.  In equation 

9, the value of 1 added into the numerator and denominator insures that a “divide by zero” does not occur and that if 

the mean data velocity is optimal (i.e., m is equal to zero) that the m metric
 has a value of 1.0 



 

  

 m metric
  =  (1+ m 

+1
)
 
/ (1+ m 

 
) (9) 

To help insure that a cyber attack is detected and that cyber defenses are being effective, we can compare 

performance ratios over time to gain insight into the stability and accuracy of the components of the ratios.  

Obviously, the components of the metrics to be compared must be gathered at the same point in time in order to 

provide a valid comparison.  An example of this type of metric is the information transport stability metric,  

(defined in equation 10), for assessment of I2metric
 and m metric

.  A value for  less than 1.0 and that is relatively 

constant would be a good sign that information is moving to decision-makers as needed and that the system has not 

been corrupted or compromised by a cyber attack.   

  = I2metric 
/ m metric 

  (10) 

We can determine the desired values for equations 1 – 10 using simulation environments to develop guidance for 

decision-makers concerning assessments of the state of cyber space, determining the information that they require 

across a variety of circumstances, determining the rate at which information should move from source to recipient, 

and suggesting the time intervals that should be used for metrics-related measurements.  Simulation environments 

will also be key to determining where to place the probes for gathering required data to compute the metrics.   

2.2 Situational Awareness Background 

The development of information technologies, network centric warfare, and modern electronic networking 

technologies has given rise to the belief that military staffs will quickly develop a shared correct situational 

awareness that will greatly facilitate decision-making, thus permitting faster response to challenges by reducing the 

complexities of the military administrative and command structure.  Cyber warfare undercuts these assumptions 

about situational awareness for the individual and groups. 

The concept of shared situational awareness is not well defined, but much research has been devoted to determining 

the process by which shared situational awareness arises [32-49].  There is a some agreement on what situational 

awareness is: situational awareness is the result of a dynamic process of perceiving and comprehending events in 

one's environment, leading to reasonable projections as to possible ways that the environment may change, and 

permitting predictions as to what the outcomes will be in terms of performing one's mission, as illustrated in Figure 

1.  There is also some agreement on what constitutes shared situational awareness and how it develops via a process 

of integrating the mission-essential overlapping portions of the situational awareness of individual team members—

thus, developing a group dynamic mental model of the battlespace [33, 34].  For the purposes of our discussion, we 

adopt Endsley’s definition [33, 34], wherein she defines situational awareness (SA) as the following:  “the 

perception of the elements in the environment within a volume of space and time, the comprehension of their 

meaning, the projection of their status into the near future, and the prediction of how various actions will affect the 

fulfillment of one's goals.”  Endsley identifies four components of situational awareness, PERCEPTION (what are 

the facts), COMPREHENSION (understanding the facts), PROJECTION (anticipation based upon understanding), 

and PREDICTION (evaluation of how outside forces may act upon the situation to affect your projections)
2
.  These 

components are not stages, but instead interlocking cycles that progress in relation to each other.  Factors promoting 

individual SA are both structural and situational.  Structural factors include background, training, experience, 

personality, interests, and skill, as well as situational factors that include the mission that is being performed and the 

circumstances prevailing, all affect situational awareness as illustrated in Figure 2.  Several factors are known to 

cause degradation of individual situational awareness, including: 1) ambiguity (arising from discrepancies between 

equally reliable sources, 2) fatigue, 3) expectations and biases, 4) prior assumptions, 5) psychological stress, 6) 

misperception, 7) task overload (too much to do, 8) boredom (not enough to do on the tasks to maintain focus), 9) 

information shortage, 10) information overload, 11) information interruption, 12) irrelevant information, 13) mission 

complexity, 14) fixation/attention narrowing, 15) erroneous expectations, and 16) lack of experience. 

                                                 
2
 These stages are similar to Boyd’s Observe-Orient-Decide-Act (OODA) loop construct [50]. 



 

  

 
Figure 1:  The Situational Awareness Cycle 

(based on Endsley [33, 34]) 

 

 
Figure 2:  A Paradigm for Situational Awareness Formation 

Shared situational awareness can be defined as a common relevant mental model of a distributed environment; an 

accurate, common, picture of a battlespace; or the degree of accuracy by which one's perception of current 

environment mirrors the situation as perceived by others.  Shared situational awareness benefits from information 

superiority and a flexible and interoperable information picture, but relies upon communications in order to share 

information.  Shared situational awareness can provide a common operational picture, which is essentially the same 

near-real-term mental model of the battlespace.  Shared situational awareness insures that a clear and accurate, 

common, relevant mental model of the battlespace is possessed by leaders at all levels.  Shared situational awareness 

also provides a common comprehension of relevant policy and strategy as well as the state of operations, 

technology, logistics, tactics, plans, command structure, personalities, and readiness posture.  By improving and 

augmenting tools for shared and individual situational awareness, we can increase the ability to develop situational 

awareness in crisis situations and better assess an enemy's situational awareness of our state.  As with individual 



 

  

situational awareness, there are many factors that are known to degrade shared situational awareness, including: 1) 

false group mindset, 2) the press on regardless mindset (allowing mission accomplishment to affect objective 

assessment), 3) insufficient training/variable skill levels, 4) poor personal communications skills, 5) perception 

conflicts, 6) frequent changes in personnel, 7) degraded operating conditions, 8) lack of a common information 

across the group, and 9) the absence of non-verbal cues.  In general, distributed workers have less overlap in their 

mental models than do co-located workers. 

2.3 Virtual Machine Technology 

A virtual machine, illustrated in Figure 3, is software that creates a virtualized environment between the computer 

platform and its operating system, so that software (including an operating system) can execute on an abstract 

machine [57-79].  A virtual machine, as described in several seminal papers [57-79], is a software-based 

impersonation of a computer.  A virtual machine presents the illusion of the real computing machine to a user and 

associated software.  In a virtual machine, all components of a given computer hardware/operating system 

combination are replicated within a host operating system to provide the computational illusion that all applications 

executing within the virtual operating system are running on the original software/hardware combination hardware; 

however, this situation is not the case.  A virtual machine does not add functionality to the operating systems (and 

applications within them) that it hosts but instead provides functionality and a software interface to them that is 

identical to the replicated system and also controls communication between the virtual machines.  In this 

environment, there is complete protection of all actual system resources and hardware from each of the virtual 

machines; each virtual machine is also isolated from all other virtual machines.  Communication between virtual 

machines is possible, and is usually patterned upon network communication.  Achieving a virtual machine capability 

requires the use of technology for management of virtual processors, virtual storage, virtual memory, and virtual I/O 

devices.  

 
Figure 3:  Virtual Machine Architecture 

The supervision and oversight of executing software in each virtual machine (VM) is performed by the virtual 

machine monitor.  The virtual machine monitor (VMM), sometimes referred to as a hypervisor, or virtualization 

manager, is a program that allows multiple operating systems, which can include different operating systems or 

multiple instances of the same operating system, to share a single hardware processor.  A VMM is usually designed 

for a particular CPU architecture.  When running under the control of a hypervisor, each operating system on a 

http://en.wikipedia.org/wiki/Software
http://en.wikipedia.org/wiki/Virtualization
http://en.wikipedia.org/wiki/System_platform
http://en.wikipedia.org/wiki/System_platform


 

  

computer appears to have a dedicated processor, memory, and other computing resources.  However, the VMM 

actually controls the real processor and its resources, allocating and scheduling them for each operating system in 

turn.  Because an operating system is often used to run a particular application or set of applications in a dedicated 

hardware configuration, the use of a VMM makes it possible to run multiple operating systems (and their 

applications) within a single computer architecture. 

There are three technologies that are needed to assemble a virtual machine: virtual memory, software emulation, and 

context switching.  With these technologies, it is possible to build a host operating system that can provide virtual 

machine capabilities to any given guest operating system.  In 1974, Popek and Goldberg defined the formal 

necessary conditions for achieving a virtualizable computer architecture: “For any computer a virtual machine 

monitor may be constructed if the set of sensitive instructions for that computer is a subset of the set of privileged 

instructions.”  In other words, the most essential requirement that the computer architecture must exhibit in order to 

be virtualizable is that privileged instructions
3
 must trap.  This requirement means that when a guest virtual machine 

(while running directly on the real processor) attempts to execute a privileged instruction, the processor halts 

instruction execution and returns software program execution flow control to the virtual machine monitor (VMM) so 

that the VMM can decide whether or not to execute the instruction or simulate execution of the instruction by some 

other means.  Furthermore, Popek and Goldberg determined that a true virtual machine architecture must exhibit 

three essential characteristics.  The first characteristic is that any program run under the VMM should exhibit 

behavior identical with what would be observed if the program had been run directly on the original machine.  They 

offered one exception to this rule, timing; ie. execution in a virtual machine can be slower than it would be on the 

actual machine.  The software (or hardware) supporting the virtual machine environment needs to manage the 

resources used by the virtual machine(s), and to intervene in their operation occasionally, thus altering the timing 

characteristics of the running virtual machine(s).  The second characteristic is that a statistically dominant subset of 

the virtual processor’s instructions execute directly by the real processor.  The third characteristic is that the VMM is 

in complete control of system resources.  A virtual machine running on the system does not have direct access to any 

of the system’s real resources, it must go through the VMM, which means that all behaviors and instructions 

executed by a virtual machine on the computer can be monitored and halted or modified as necessary. 

3. SIMULATION FOR ACQUIRING EXPERIENCE IN CYBER WARFARE 

As cyber attacks increase their technical sophistication, the old modes of information protection and reasoning about 

data protection during an attack must be re-assessed.  Simulation provides a safe and flexible way to prepare 

decision-makers for the challenges of cyber attacks as well as to re-assess data protection techniques and cyber 

defenses.  To be useful as cyber attack technologies evolve, cyber simulation must portray cyber attack and defense 

actions in a manner that corresponds to the manner in which humans perceive them.  Therefore, the simulation must 

capture and represent the activities of the decision-maker and staff, the attacker and defender goals, the sequence of 

operations that the attacker will execute, the activities of the cyber defender, logical and physical data location(s), 

and the potential responses of the attackers and defenders to each others’ actions.  In previous work we presented a 

technique for cyber simulation that can be used to model cyber operations, its components, and the possible 

responses to defensive actions [51,52,53].  The same simulation approach can be used to develop procedures for 

cyber defense training.   

To prepare decision makers for cyber warfare, there are four key training considerations.  First, teaching how to 

determine the targets of attacks.  Second, teaching the techniques and tactics likely to be used against targets.  Third, 

teaching techniques and tools that should be used to counteract each type of attack and the effects of each type of 

attack.  Fourth, teaching means for explicitly assessing information value and targeting cyber defenses to protect the 

highest value information.  Cyber simulation can be used to achieve these four goals.  To minimize the cost of the 

development of cyber simulation environments, we couple existing simulation systems with cyber simulation 

systems that provide effects of cyber simulation and cyber attack upon the existing simulation systems, as illustrated 

in Figure 4.  To create cyber simulation environments that impart the required cyber defense knowledge and 

experience, the components of the cyber simulation systems must exchange information about the attack and 

defense, the status of the cyber event, and portray the results of the cyber attack and defensive responses. 

                                                 
3
 A privileged instruction is one that can only be executed by the operating system kernel; ie., it is a powerful and dangerous machine command 

executed only when the system is in the system administrator state. 



 

  

 

Figure 4:  Conceptual Cyber Simulation Environment 

The key to this approach is that to simulate a cyber attack, we need only affect the information presented to the 

simulation environment decision-makers.  To do so, there are three basic approaches that we can use to simulate the 

effect of a cyber attack:  1) an increase in information presented, 2) blocking information needed by a user, and 3) 

substituting false information for the actual information requested by the user.  In all cyber attacks, the actual target 

is the human operator’s ability to make an effective decision, in effect increasing the decision-maker’s decision 

uncertainty.  There are two central problems that a decision-maker faces:  1) determining which information to use 

to make a decision and 2) determining when the information in hand does not permit a decision to be made based 

upon the information.  This second problem is well-known and occurs in many situations, yet the problem persists 

and only training can equip a decision-maker with the experience and expertise needed to recognize either situation.  

The second situation is especially treacherous because it leads to a decision-maker taking the wrong action or no 

action at a critical moment.  To prepare the decision-maker for the information issues that will arise during different 

types of cyber attacks, a few general techniques can be employed.  The decision-maker can be given an 

overwhelming amount of information, denied information, given a mixture of accurate and false information, or a 

mixture of these techniques that varies over time.   

Cyber warfare simulation uses cyber simulation systems in conjunction with existing simulation hosts.  The cyber 

simulation system must perform three key tasks:  1) determine if a cyber attack is successful, 2) determine the effect 

of the cyber attack upon each host and its data, and 3) portray defensive responses to the cyber attack.  In our 

approach, each host has a cyber simulator that services it and provides these capabilities.  The cyber simulator 

provides each host that it serves with the inputs needed to portray the effects of simulated cyber attacks.  Because 

each cyber simulator services only one simulation environment host, the cyber simulators communicate with each 

other using a logically separate cyber simulation network.  The approach requires two logical but separate 

communications networks.  One logical network links the simulation systems that form simulation environments 

identical to those in use today.  The second logical network links the cyber simulators and is used to exchange data 

concerning cyber attacks and defensive responses to the cyber attacks.  Each cyber simulator is connected to a 

simulation environment host, allowing the cyber simulator to control the information presented by the host so that 

the data available to decision-makers will approximate the information available to them in a real-world cyber event.   

To simulate cyber events, we use the cyber simulators to compute the probability that the cyber attack would 

penetrate the host’s simulated cyber defenses and, if the attack is successful, the initial state for the cyber attack that 

the host system should enter.  Cyber attack probabilities are computed by combining the historical success rate for 

similar cyberattacks upon similar target systems combined with a weighting for desired success rate for cyberattacks 

within the simulation and a weighting for the desired success rate for the same class of cyberattacks within the 

simulation.  After computing the initial state for a successful cyber attack, the cyber simulator then advances from 

state to state in the attack and drives their host systems through the appropriate information availability states as 

determined by the state of the simulated cyber event.  At each step of the cyber attack and defensive response, the 

decision-makers are provided with indications of the status of the attack and information behaviors that mirror the 

delays and alterations that would occur in the corresponding real-world attack.  Changes to the cyber defense that 



 

  

increase or decrease the depth of the cyber defense are reflected in increased or decreased delays in information 

movement through the systems.  To employ this approach, each cyber simulation system computes an identical 

representation for the progression of the cyber event based upon the initial description of the cyber attack and the 

associated probability for transition from state to state in the cyber attack.  To keep the cyber control message size 

reasonable, we pre-position the states for the cyber events at each cyber simulator.  Determining the states and 

documenting them in a manner that a computer can use is accomplished using the Unified Modeling Language 

(UML) [54, 55]. 

Because the cyber simulators communicate between themselves to exchange information, shared information 

includes the type of cyberattack being simulated, the defenses that are present, the cyber defenses that have been 

activated, the status of cyber defenses, the probability of success of the attack given the defenses and defensive 

response, and the variations of the cyber attack that are being simultaneously launched.  Other information that 

needs to be shared and would typically come from the simulation cyber controller includes data sources to be 

interfered with, the probability of success for interference with each source, the types of data from each source to be 

corrupted, and the probability of data corruption, the frequency of corruption, and technique for corruption for each 

type of data from each source.  Additional information provided by the cyber simulator controller includes the types 

of data from each data source to be faked/inserted into the data stream, the probability of a successful insertion, the 

frequency of data insertion, the types of data to be inserted instead of the actual data, the types of data from each 

data source to be blocked, the probability of success for each attempt at blockage, the frequency of attempts for 

blockage, and the length of each successful blockage.  Additional cyber simulator control and response information 

can be encapsulated, at a minimum, within a few probability statements transmitted from the cyber simulator 

controller to the cyber simulators and, as the cyber simulation capabilities improve, the information that is 

exchanged can be elaborated upon so that the cyber simulation can increase its sophistication.  The probabilities for 

the success and progress of a cyber attack can be derived using a combination of assessments of the vulnerability of 

the software being attacked and the historical likelihood of success of similar attacks as computed using statistics 

gathered by the various computer attack response agencies and the National Threat Database. 

4. DIMINISHING CYBER ATTACK EFFECTIVENESS 

Diminishing the effectiveness of cyber attacks results in improved protection and use of the elements of cyber space 

(data, computing technologies, information analysis/comprehension technologies, information 

interaction/management technologies) in order to minimize the opportunity for surprise and exploitation of surprise.  

To diminish the effectiveness of the cyber attack and thereby preserve usable SA and integrity for the elements of 

cyber space requires training in assessing and counteracting cyber attacks and their effects upon decision-making.  

The distributed environment training environment architecture allows us to prepare decision-makers to protect cyber 

space, to prioritize information, to prioritize the elements of cyber space, and to operate in a cyber warfare 

environment wherein some cyber space elements, especially data, are compromised to an uncertain degree. 

4.1 Cyber Defense Technology Considerations 

Because any cyber defense can and will be defeated, our cyber defense goals are the following:  1) to make 

defeating a cyber defense as difficult as possible, 2) to provide cyber defenders with dynamic defenses, 3) to provide 

the cyber defenders with a foundation for the development of tools for rapid detection of cyber attacks, 4) to enable 

cyber defenders to successfully operate despite a breach in cyber defenses and 5) to provide an environment that 

enables rapid recovery from cyber penetration and compromise.  To complement these technical goals, we require a 

means for identifying, modeling, and prioritizing the key components of each element of cyber space in any decision 

context.  To model the relative priorities of each of the components of the four elements of cyber space we use 

protection rings.  For the cyber defense, the rings correspond to priorities for information protection and can be used 

to guide resource allocation as well as decisions to isolate systems or subsystems that are compromised.  Rings 

“closer” to the center of each element’s ring conceptually contain components of that cyber space element that are of 

greater value, importance, and usefulness to the decision context at hand.  The number of rings and the content of 

each ring are determined by the decision-making context.  We use one set of rings for each element of cyber space.  

Each ring for each cyber space element contains information of approximately the same importance for a decision-

making context.  Therefore, to simulate cyber warfare we affect the specific information that will be used in a 

decision-context by modifying the information content of specific rings for those elements that are to be 

compromised by the cyber attack.  The type of cyber attack, the cyber defenses, the expertise of the decision-maker, 

and the learning outcome(s) for the simulation exercise determine the number of rings affected for each element and 

the value of the element’s components that are altered. 



 

  

In our approach, we determine which information rings are compromised using the probability that the simulated 

cyber defenses that protect the information in each ring can be compromised.  These probabilities are based upon the 

operations and outcomes of similar real-world cyber attacks.  To determine which information in a compromised 

“ring” to alter, the simulation environment maintains a record of the cyber attacks that have succeeded as well as the 

decision-making context faced by the decision-maker in the simulation environment.  These two pieces of 

information are used to compute an estimate of the likelihood that the cyber attack can alter, destroy, or falsify each 

component of a compromised ring.  The cyber controller then simulates the required change and passes the result on 

to its simulation host.  To enhance realism, not all of the information of equal importance to a decision context (i.e., 

in the same ring) is altered, only some of the information in each affected ring is changed.     

4.2 Active Cyber Defense 

As evidenced by the continued increase and severity of cyber defense breaches, current approaches to cyber defense 

are minimally effective.  Furthermore, in light of foreseeable developments in malware capabilities [5-17], we 

suggest that the current static defense-in depth for information systems soon will become unviable in the face of new 

cyber attack capabilities and that cyber warfare simulation can aid in the development of new techniques for cyber 

defense.  The challenges faced by cyber defense points to the need for the use of dynamic layered cyber defense 

technologies (DLCD).  DLCD is designed to isolate malware infestations and to maintain sufficient, accurate, and 

trustworthy cyberspace elements throughout the organization in spite of the attack, insure mission accomplishment, 

and give decision-makers sufficient time to recognize and counteract the attack.  Figure 5 illustrates the essence of 

the approach for a single element of cyber space.  In DLCD, each element of cyber space is protected by one or 

more virtual machines, with the capability to protect one or more components in each element with additional virtual 

machines with an ever-decreasing number of privileged instructions as warranted by the threat and importance of the 

component to the current decision.  The successive layers in the VM layering for an element have increasingly 

restrictive sets of privileged instructions and may even have no privileged instructions.  The number of rings in a 

cyber space element and the number of virtual machines deployed to protect the element and its components are not 

correlated, the allocation of virtual machines for cyber defense is a decision made by human decision-makers.  By 

using multiple virtual machines to protect each of the elements of cyber space, the approach supports dynamic 

allocation of cyber defense resources, either by adding additional virtual machines to the protection of an element or 

component, altering the virtual machine mix, or by changing cyber attack detection systems within each virtual 

machine for an element.   



 

  

 

Figure 5:  Nominal Dynamic Cyber Defense Architecture For an Element 

By using a multi-layered virtual machine approach, the defense can take the initiative in responding to a cyber attack 

while the attack is in progress.  For example, if a virtual machine, element, or component is compromised, a portion 

of it can be selectively abandoned and cyber defense shifted to protect the portions that have not been infected.  The 

compromised portion can also be restarted in a more secure environment from a safe, infestation-free state.  DLCD 

allows for flexible protection of cloud and virtual machine resources as well as data.  A cyber simulation 

environment can prepare decision-makers to manage a dynamic layered cyber defense. 

A crucial challenge that the cyber defender must address is how to protect the elements of cyber space, especially 

important information, during cyber attacks without imposing an unacceptable delay upon information delivery 

while preserving the value of information relative to the decisions to be made [18-24].  The importance of timely 

and accurate information delivery to success is hard to overstate, delay leads to incorrect decisions, failure to make 

decisions, and failure to gain or maintain situational awareness.  Further compounding the information delivery 

challenge is the need to share information in order to develop and maintain group situational awareness; in the 

modern battlespace there are generally many decision-makers involved in the information assessment and decision 

process in every decision.  While information increases in value when it is shared, the sharing process also increases 

the vulnerability of the information, the decision support tools, and of the decision-making process.  As a result, 

when decision-makers are assessing cyber space protection strategies they must not only consider how to protect 

cyber space and the information they require but how to protect the same information as it is delivered to all others 

involved in the same decision.  

In our approach, the cyber warfare training challenge is twofold.  First, decision-makers must learn how to assess the 

metrics for each element, no one metric can provide evidence of a cyber attack or successful cyber defense.  While 

artificial intelligence can be employed to aid the decision-maker, there are no substitutes for human judgment, the 

ability to maintain situational awareness, and the ability to correlate disparate activities into insight concerning the 
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state of a cyber space element.  The second challenge is that human decision-makers must learn how to substantiate 

or refute their theories concerning the cyber security state of a given element.  Due to the complexity of these two 

challenges, simulation of the cyber warfare environment is a practical method for acquiring the necessary expertise 

and familiarity with cyber space activities and threats in order to develop and maintain cyber space situational 

awareness. 

The pursuit of cyber space situational awareness is undertaken in order to secure cyber space and to attain situational 

awareness in the other parts of the battlespace; air, ground, sea, and space.  Because cyber space situational 

awareness for the individual and groups is so important, training environments designed to provide experience and 

expertise in addressing cyber space situations is important.  However, because of the number of variables involved 

in assessing the state of cyber attacks and cyber defenses, decision-makers cannot be expected to determine the state 

of each sub-component of each cyber space element and assess their validity during the press of events.  Instead, 

displays for state, interfaces to support interaction and assessment of the interfaces, and displays that provide 

indication of the validity of the data are required.  To maximize their effectiveness, decision-makers must be able to 

concentrate on cyber space situational awareness and cyber space status challenges without the distractions of 

computing and validating the metrics that they use for situational awareness and decision support. 

5. SUMMARY 

The threats posed by technically sophisticated cyber attacks are increasing.  Few penetrations are detected while 

they are underway, most are detected only after the malware is implanted and damage to the elements of cyber space 

has attained a noticeable level.  Possessing cyber superiority will not guarantee victory for a network centric force 

but the lack of cyber superiority will almost certainly ensure the defeat of a network centric force.  While deception 

and information denial operations are techniques as old as warfare itself, technically sophisticated cyber attacks 

permit, for the first time, a wide-scale, persistent, and virtually undetectable attack upon the information, tools, and 

other elements of cyber space that a decision-maker employs to make a decision.  The technically sophisticated 

cyber attack will undermine information, surprise decision-makers, generate confusion, forestall situational 

awareness development, and corrupt decision-making.  As a result, tools for training decision-makers to cope with 

cyber attacks upon systems coupled with architectures that support real-time alteration of cyber defenses using 

virtual machine and cloud computing environments are needed.  The complexity of future cyber systems will 

continue to increase, as witnessed by the development of intercloud technologies (essentially a cloud of clouds [56]) 

and “smart grid” technologies for remote control and management of real-world infrastructure (such as the electrical 

power grid
4
), which increases the complexity of cyber attacks, and create new vectors for executing cyber attacks. 

In this paper, we discussed the need for cyber warfare training environments for decision-makers.  As we advance in 

the use of the NCW paradigm for military operations, the network and associated software will become increasingly 

important and lucrative targets for an adversary and we must be prepared to counter their cyber attacks.  Therefore, 

decision-makers and information technology specialists must be trained to be able to recognize and counteract a 

cyber attack against critical information resources early in the cyber attack.  The key to the requisite training is the 

development of simulation environments that impart the experience and expertise needed to make effective cyber 

defense possible in the face of cyber attacks.  We described a means for presenting the effects of cyber attacks to 

decision-makers in order to prepare them for the challenges of cyber warfare. 

Our next efforts will address the question of simulating complex cyber attacks and cost effective but accurate 

provision of training services.  Research targeted at advancing cyber battle understanding, human behavior 

modeling, intent inferencing, and decision-making in NCW and cyber warfare is needed.  We must also gain a better 

understanding of decision-making and situational awareness within large-scale and high-volume data environments 

that have noise and uncertainty inherent to the data as well as due to cyber attacks. 
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