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Abstract
Coalition operations involve multi-team and/or multi-nation collaborations. Linguistic variations and cultural differences often create unexpected challenges for effective communication and thus for Command and Control (C2) during military operations. In this paper, we propose using a controlled natural language, namely International Technology Alliance Controlled English (CE), and CE-based tools to improve cross-linguistic/cross-cultural communication.

We will discuss various types of linguistic variations and cultural differences manifested by US and UK groups during coalition operations. The differences include not only lexical differences but more importantly differences in language use. These differences often result in miscommunication and impede effective operations.

CE (Mott 2010) is a subset of English with a restricted grammar based on a formal syntax and semantics, which is human friendly but allows machine processing. The current version of CE provides a common form of expression that:

- promotes standard terminology and usage to reduce ambiguity in person to person communication
- allows end-users to create new concepts with associated syntax and semantics
- provides a basis for automated and assistive applications and tools that support natural human-computer interaction, reasoning, and explanation

CE and CE-based tools can play an important role in facilitating cross-linguistic and cross-culture communication and enabling multi-nation teams to work together effectively and efficiently.
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1. Background and Needs
The US and the UK have established a collaborative research alliance called International Technology Alliance (ITA)\(^1\) to address problems and challenges the coalition forces face during military operations. One of the major challenges is related to the fact that current coalition operations involve multi-nation collaborations with groups

---

\(^1\) In 2006, the US Army Research Laboratory (ARL) and the UK Ministry of Defence (MoD) established the ITA as a collaborative research alliance with academia and industry partners to address fundamental issues in Network and Information Sciences to enhance the abilities of the US and UK to conduct coalition operations. The ITA is a unique UK-US collaborative venture. It is a multi-disciplinary research program that focuses on coalition needs and seeks to develop a mutual understanding and strong US-UK partnerships among the government, academia and industry participants.
and team members from diverse backgrounds (Pierce 2002a, 2002b; Chiarelli and Michaelis 2005). Efficient and successful collaboration requires effective communication and information sharing among coalition partners so that the related parties have a common understanding of goals and objectives. This is not easily achievable in the context of coalition operations. During multinational coalition operations, linguistic variations and cultural differences among multinational groups and team members have presented serious challenges in coalition communication and have been recognized within ITA as one of the Grand Challenges (Verma 2009).

In this paper, we discuss an approach to improving cross-linguistic and cross-culture communication. More specifically, we discuss the role that a controlled natural language (CNL) and CNL-based tools can play in reducing or minimizing miscommunication and enabling multi-nation teams to work together more effectively and efficiently. We will focus in particular on issues of language variation and differences in conceptualization across domains. Section 2 reviews the issues of miscommunication among multi-national groups and team members. In particular, it focuses on potential communication issues between US and UK personnel working in a coalition environment. Section 3 discusses a CNL implementation based on International Technology Alliance Controlled English (ITA CE, hereafter CE). Section 4 discusses how CE can be used to support human-to-machine interactions and human-to-human communications. Finally, section 5 summarizes CE and its utility for facilitating cross-linguistic and cross-cultural communications. It also discusses future work in extending CE capabilities and coalition applications in support of effective communications, knowledge-sharing and decision-making.

2. Miscommunication in Coalition Operations

Poteet et al. (2008a, 2008b, 2009) studied the miscommunications in coalition operations, particularly the linguistic aspects of communications between English speaking US and UK military forces. It analyzed the relation between cultural differences and variations of language use, and its impact on miscommunication. The results of the analysis supported two initial hypotheses:

- Various types of linguistic differences exist at various levels of language use between British and American which lead to misunderstanding.

- Cultural differences result in variations in language use even though the US and UK share a ‘common’ English language.

These differences often result in outright miscommunication or otherwise impede effective communication. More specifically, the studies identified several aspects of language and language use that reveal linguistic variations between the US and UK groups that led to communication problems. These include:
• Use of Acronyms:
Acronyms are commonly used among the military communities. Acronyms can pose a problem because they usually originate from a specific technical or culture group and are not known by people outside that group. For example, British military acronyms (“SO1” for Staff Officer 1, “SO2” etc.) are unknown to most American military personnel.

• Use of Slang, Colloquialisms and Jargon
Use of slang, colloquialisms and jargon are related to the notion of language register or style. People use appropriate styles depending on the settings in question. The problem is that slang, colloquial expressions and jargon typically belong to a specific community or group, whether national, social, economic, organizational, or technical. While they allow for efficient intra-group communications, they are more likely to be misunderstood when used in a coalition setting, where people from other groups are involved. For example, people working night operations use specialized equipment (e.g. night vision equipment) and may use their jargon to describe things in terms that are unintelligible to the daytime operators who are not familiar with the equipment.

• Denotation vs. Connotation
The intended or implied meaning of a sentence is often ambiguous, relying on the context in which the sentence is used. There is often a difference between what an expression literally denotes and what it is intended to suggest. The interpretation of the later relies on the understanding of the context. In this regard, miscommunication is more likely to occur in a coalition environment for where the different groups involved have different linguistic and cultural backgrounds. For example, in response to a misunderstanding of protocol, a UK warfighter stationed in the US and serving in a US unit said that they should come up with an “Idiot’s Guide” for that situation. In the UK, “Idiot’s Guide” refers to a primer type introduction to some topic, what in the US would be referred to as a “Dummy’s Guide”. The person he had emailed this to felt his intelligence was being impugned because of the negative connotation of “Idiot” and it took some time to sort out the misunderstanding.

• Misinterpreted Speech Act
Speech acts refer to the various types of function that language can perform. In addition to making statements, language can be used to ask questions, make promises or requests, order, greet, etc. Correct interpretation of a sentence will depend on correct interpretation of the speech act of the sentence. An interrogative sentence such as “Can you pass the salt?” sounds like a question about the listener’s capabilities but is more likely to be a request depending on the context. American English and British English show differences in terms of speech acts. For example, in British English, officers tend to give commands in a
form that sounds like a suggestion to American ears (“you might wish to …”) and can be misinterpreted as such.

In short, language variation in a multi-national coalition setting can pose serious communication problems. Even for English-speaking teams, the English language used by team members from different nations (such as the US vs. the UK) and/or from different organizations may vary to some degree in vocabulary, sentence structure, language usage and style.

For improving communications between coalition forces, Poteet et al. (2008a, 2008b, 2009) made a number of recommendations including cross-linguistic and cross-cultural training to enhance cross-linguistic and cultural awareness. It would be most beneficial to have coalition partners train together prior to operations. However, this might be unrealistic due to time and other constraints.

It is also recommended that a standard terminology and a standard (or neutral) style or register be used in the coalition environment. While standardization of terminology and language use seems to be a potentially useful and important strategy to reduce ambiguity and thus avoid miscommunication, there are various practical issues involved in achieving this, as discussed in Poteet et al. (2008a, 2008b, 2009). One problem is enforcing usage of the standardized language. Another is the fact that the language will need to be constantly revised, since the situations encountered in the field are constantly changing. Experience suggests that one necessary component for supporting use of standard terminology and language is automated tools that enable access to standardized terminology and reinforce consistent language use, but also allow extensibility in an ever changing situation.

The central idea of our proposal is that CE can serve two purposes:

1. as a common, extensible standard language, supported and reinforced by CE-based tools, and
2. as the basis for communication tools (or add-ons to communication tools, like email and chat) that can recognize potential sources of miscommunication like those described above and alert users to their presence

CE can serve an important role in bridging linguistic, cultural and conceptual differences, and be useful in facilitating cross-domain knowledge sharing for effective communication between coalition partners.

3. **CE and CE-based Coalition Sharing Capabilities**

CE is a subset of English using a restricted set of grammar rules and a restricted vocabulary. Based on a formal syntax and semantics, CE provides both easy readability for human consumption and unambiguous representation of information for machine processing. Specifically it provides:
(i) A user-friendly language in a form of English, instead of, for example, a standard formal query language (e.g., SPARQL or SQL), which enables the user to construct queries to information systems in an intuitive way.

(ii) A precise and formal language that enables clear, unambiguous representation of concepts and their relationships so that it can be used to build, extend and refine domain models by:
   a. Adding or modifying entity, relation, property, and situation types
   b. Describing how these concepts can be expressed in natural language (e.g. US English, or “american”, or UK English, or “english”)

(iii) An intuitive means of configuring the processing and reasoning that a CE-based system could perform

CE encourages a richer integration between human and machine reasoning capabilities in that it is human understandable yet machine readable. CE is designed to provide a human-friendly representation format for use by domain specialists (e.g. military planners and analysts) that may lack expertise in programming languages (Mott 2010, 2009; Mott et al. 2010; Mott and Hendler 2009).

3.1. CE Syntax and Statements

Some simple examples are given below to briefly introduce the CE syntax². The creation of the domain model (or a general model across domains) using CE is accomplished by the definition of (domain) concepts, relationships and properties. These are all achieved through the “conceptualise”³ statement. After a conceptualise statement had been made, the concept in question has been created within the CE domain model and statements relating to that concept can be made:

```
conceptualise a ~ person ~ P.
there is a person named Fred.
```

A slightly more advanced example would be:

```
conceptualise a ~ person ~ P that is an agent.
conceptualise the person P ~ is married to ~ the person P2 and has the value A as ~ age ~.
```

Thereby creating “person” as a sub-concept of “agent” and indicating that it can have the property of “age” and enter into a “married” relationship with someone, allowing the statement:

² See Mott 2010, 2009; Mott et al. 2010; Mott and Hendler 2009 for details of CE syntax and semantics.
³ The UK spelling of “conceptualise” is due to the origin of CE at IBM, UK, although the language is extensible and does support the Americanized “conceptualize” also.
the person Fred is married to the person Jane.
and
the person Jane has 54 as age.

Note that the conceptualise statement does not force one to include all the relations and features it introduces in a single sentence; one’s age and married status can be given in separate sentences. Rules may also be specified to provide further semantics of the concepts. For example the following rule expresses an important aspect of marriage:

\[
\text{if ( the person P is married to the person Q )} \\
\text{then ( the person Q is married to the person P ).}
\]

The examples given so far, while simplistic, show how CE can be extended by adding new concepts and associated relations and properties that are relevant to the domain in question and can be as detailed or abstract as is appropriate to achieve the task at hand.

3.2 Mapping between Domain Concepts

CE provides a common mechanism to represent the relevant concepts for a domain. CE does not impose any constraints on the use of words for a specific concept or relation. As we discussed above, linguistic variants for the same or similar concept are common across domains and cultural communities. For example, the UK “petrol” versus the US “gas”. On the other hand, the identical word or phrase may be used to represent somewhat different concepts. For example, the term “brigade” used among US military communities has subtly different meaning than that represented by the same term used in UK military communities – while it represents the same level in the hierarchy, it differs markedly in terms of number of personnel and amount of equipment and other resources.

We envision an aid to communication mediated by electronic means that will be aware of how natural language (e.g. words and phrases) maps into concepts and how different concepts are related to each other. Not only can different dialects or the jargon associated with different domains use different words to describe the same concept, but they may have slightly or radically different conceptualizations of the same situation. CE allows words and phrases (as well as more complex syntactic structures) to be mapped into concepts and CE sentences using these concepts, as well as rules relating different concepts.

In order to map between different domain models, we envision mapping between concepts instead of directly mapping between words. Knowledge sharing across cultures and domains is challenging. Different but related domains overlap but also differ to some extent in concepts and terminology. A common model is necessary, which is an aggregation of all the concepts and terminology of the related domain models as well as the mapping relations between those that are related but different (Giammanco et al. 2013). In reality the “common model” is likely to be a federation of separate but related models that span the domain in question and interlink/overlap, with mappings defined in such cases.
One needs to define the general concepts in question as well as record the specific instances of these concepts. For example, in the simplest case where different words are used for the same concept in UK English and US English, the human user would first need to do something like the following:

conceptualise a ~ common model concept ~ U that
   has the value V1 as ~ english word ~ and
   has the value V2 as ~ american word ~.

Then, to handle the petrol/gas example, they can say:

there is a common model concept named 'petroleum based fuel' that
   has 'gas' as american word and
   has 'petrol' as english word.

Everyone else in the system can offer their own mapping instances like “chips vs “crisps” etc. Another user might extend the model to add a new property of “canadian word” and another user may extend the model to add a feature like “severity” to reflect that some of these might cause serious problems and others would have less of an impact.

In somewhat more complex cases where two words in the two languages (whether the same or different) map to slightly different concepts, one would need to define the common model concepts they each need to be defined in terms of. For example, to handle the “brigade” example, one would need to define something like:

conceptualise a ~ military unit ~ MU that
   is an organization.

conceptualise a ~ UK brigade ~ that
   is a military unit and
   has ‘UK division’ as the next higher echelon and
   has N1 as ~ number of personnel ~.

the english word ‘UK brigade’
   expresses the concept UK brigade and
   has “brigade” as text.

conceptualise a ~ US brigade ~ that
   is a military unit and
   has US division as the next higher echelon and
   has N2 as ~ number of personnel ~.

the american word ‘US brigade’
   expresses the concept US brigade and
   has “brigade” as text.
Additional information would be encoded in the conceptualise statements for the two types of brigades in a real system and all the supporting concepts like “echelon” and “personnel” would need to be defined. We would also probably need rules to describe the difference and relationships between these two concepts. However, this gives an idea of how it would work. This captures the fact that “UK brigade” and “US brigade” are both military units and both have “brigade” as the text expressing them in their respective dialects.

Importantly, this CE-based approach is easy enough for the user to use and precise enough for the machine to process and interpret without ambiguity. Furthermore, because it is CE and based on an extensible model in a human language, it is plausible that such a system could be incrementally improved with lots of small updates by a wide community of users as experience is gained and lessons learned, rather than being dependent on a slow, fixed knowledge model upgrade cycle.

3.3. CE Inferencing and Rationale

Inference is the act or process of deriving logical conclusions based on known premises. CE builds upon earlier work on Controlled Natural Languages, such as Common Logic Controlled English (Sowa 2007) and aims to provide a single standard language for representation of all aspects of the information representation and reasoning space. CE is given a semantics by mapping onto First Order Predicate Logic. In addition to more traditional areas such as knowledge or domain model representation and corresponding information, CE also encompasses the representation of logical inference rules, rationale (reasoning steps), assumptions, statements of truth (and certainty) and has been used in other areas such as provenance and argumentation.

Rationale within CE is the formal explanation of the inference steps that were taken to reach a conclusion (Mott et al. 2010). The rationale information is also expressed in CE and may contain information about assumptions and true/false support pathways. CE inferencing and rationale capabilities can help resolve semantic ambiguities in sentences by representing and interpreting lexical and domain information (Mott and Poteet 2012). We hypothesise that it may also help to resolve pragmatic ambiguities such as those regarding intended meaning vs. literal meaning as discussed above. Displaying the rationale for the interpretation of a questionable or confusing statement or conclusion would make it clearer to the user what senses of the words and what interpretation rules were involved in reaching that conclusion, and having the rationale information available in the same CE format for machine processing can enable automated assistance in assessing rationale, for example in looking for patterns or trends.

4. CE System and Other Potential CE-based Systems

The aim of CE is to provide a common form of information representation that can be used by all parties, with different (but consistent and overlapping) domain models supporting each specialization and the whole endeavor. We have developed a system
with a set of underlying capabilities, which we refer to as “CE Store” that can be used to support some of the requirements of domain specialist users.

4.1 CE Store

The CE Store provides a basic CE processing and development environment\(^4\) that includes the following high-level capabilities:

(i) Basic CE sentence parsing 
(ii) Define/extend any concept model 
(iii) Assert any CE sentence conforming to the appropriate conceptual model(s) 
(iv) Define and execute CE queries including an example “visual query composition” element 
(v) Define and execute CE-based logical inference rules, in the form of a “query with conclusion clauses” that can be used to assert new CE information 
(vi) Define and execute “CE agents” in the form of Java code which conforms to a simple “CE Store” interface 
(vii) Operate entirely in memory, or persist information to files 
(viii) Some capability to convert to/from OWL and RDF formats

The CE Store also includes:

(i) An example of a web-based client to allow rapid development and browsing of CE-based information 
(ii) Sample agents (written in Java and configured with CE) to carry out basic information processing tasks in the CE environment

CE and CE-based applications are designed to be most useful in situations that have the following characteristics:

(i) A high degree of human interaction, usually involving domain specialist users with complex needs in non-trivial environments.
(ii) A likelihood of rapidly evolving or uncertain tasks, queries or other knowledge-based activities.
(iii) The need for collaboration, either between different groups or team members, and/or across different disciplines.

Applications can be built in this environment using CE and can also include other non-CE based elements (e.g. maps and other visual interfaces) within the human computer interface. CE can be used to directly input general and specific facts and rules, but also is used by the system to display back to the user information that has been input by other means, e.g. via a graphical interface like that for building queries and rules.

\(^{4}\) An alpha version of the CE Store (known as the IBM Controlled Natural Language Processing Environment) is publically available for download, at http://ibm.co/RDla53
Our approach to lexical-conceptual capture and knowledge building relies upon the linking of words to concepts, or specific domain words to common model concepts. However, whereas the meaning of natural language words is generally understood by the community of speakers, the authoritative meaning of the concepts is only known to the specialized domain user who developed the conceptual model. For example, only the analyst can determine the linking of words to the concepts, although they can be assisted by tooling to perform this task. To this end we are developing an “Analyst’s Helper” to assist the analyst in constructing the linguistic mappings between words and each concept in the conceptual model. To reduce the burden on the analyst, the Analyst’s Helper leverages on-line resources like WordNet (Miller 1995; Fellbaum, 1998) to suggest possible words for each concept.

We have developed a model of language processing based on linguistic principles (Mott 2011) and have used this to perform NL processing and fact extraction, configured by knowledge represented in CE (Mott et al. 2012) and using the CE store. This extended representation of lexical information (grammatical and semantic) will aid more complex handling of the dialect relationships noted above, for example the matching of verbs and adjectives, and more complex descriptions of entities, to associated terms and concepts.

Once the knowledge discussed above about the relationship between UK English and US English has been entered into the system via the CE Store and the Analyst’s Helper, software agents built in CE Store can take advantage of this knowledge. For example, by scanning chat in real time or looking in emails and documents and for communications between UK and US people it can alert the user to the use of ambiguous terms or terms with different meanings in various dialects or domains. The actual alert could take advantage of highlighting or color-coding to indicate such words in the text, but the precise meaning of the alternatives could be made evident by displaying the underlying CE sentences defining them or stating their relationship.

While this is an extremely trivial example, this approach could be used to handle the cases of acronyms, slang, and jargon discussed above. It could also help with terms that have alternatives in the different dialects, like “Idiot’s Guide” and “Dummies Guide” by alerting to the existence of another version of the associated common model concept in another dialect. In addition, the basic pattern scales up well to more realistically complex cases, such as words with overlapping meaning, by indicating what they have in common and what features distinguish them.

More pragmatic or usage based problems like misinterpreting commands as suggestions would be more difficult to handle, but it is not only words and phrases that can be mapped, but potentially entire structures in the form of linguistic frames, although we have not looked into this very carefully yet.

The model and the data can easily be provided by humans and applied by software agents without the need for technical formats. In addition, the software agents to do the analysis and the alerting can be configured by CE in our existing system.
5. Conclusion and Future Work

Multi-team and multi-nation collaborations in coalition operations involve conceptual as well as terminological and other linguistic variations across domain models, which pose major challenges for cross-domain communication and information sharing among teams for efficient C2 operations. In this paper, we have discussed CE and CE-based tools that provide a common language and a platform for knowledge building in a standard form, which allows cross-domain knowledge sharing and aspires to encourage human-machine interaction. This will help members of coalition teams overcome the background differences not only in terms of linguistic variations but also in terms of cross-domain knowledge gaps.

We have also presented some example applications using CE and CE-based tools in facilitating cross-linguistic, cross-cultural and cross-domain communication. While we have mostly discussed the general concept and the underlying CE capabilities, we believe that these capabilities can be applied to a wide range of use cases in facilitating cross-domain communication applications5. Implementation of applications will be driven by specific use case scenarios.

CE is a simplified and common form of expression in English, which is not only user-friendly in nature but is also restricted in vocabulary and grammar for clear, unambiguous representation and interpretation. The current CE implementation is relatively basic and we are planning to extend it in the areas of syntax, semantics and its general expressivity. We believe that modification and/or extension of CE will need to be based not only on theoretical considerations but also on empirical evidence from usability studies and experimentation with real use case scenarios6.

CE-based communication aid tools are highly interactive. Users can enter information in CE, see reports of information in CE, extend the coverage of CE as a standard language, and get alerted to potential sources of miscommunication in text not authored in CE. To better understand real use case scenarios, more research is needed to allow better modelling of these interactive scenarios in the use of CE-based applications. As we continue to improve the expressivity and naturalness of CE on the one hand and develop more user-friendly functionalities based on assessment of these use cases, on the other, we believe that CE-based communication tools will truly facilitate cross-domain communications and support the cognitive and social processes that enable working together effectively and efficiently.

5 In fact, CE has been used in various applications. See, for example, Braines et al. (2013) for the discussion of a serviced-based aid for intelligence analysis.

6 See Xue et al. (2012) for related discussion in a more detailed way.
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