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Solved Problem? 

• Content Delivery Networks or CDN’s Provide easy dissemination of data 
▫ Akamai, Azure, CloudFront, CloudFlare 

 
 
 

 
 
 
 
 
 
 
 
 
 

 
• There are still issues with CDNs 



Everyone requests at once 

The average transmission rate decreases (aka the buffering problem) 



requestor 

host 

The local transmission rate is now lower 
for the requestor. 

Local host doesn’t have the file 



Military environment 
• Military environment offers unique challenges they bring to 

Content Delivery Networks 
▫ Such as … 

 
 
 
 
 
 
 
 
 
 
 
 

• In normal conditions,  replication servers are not subjected 
to daily motor rounds. 

 
 



Military environment additional issues 
• Extreme bandwidth restricted 

▫ Multiple layers of security 
 

• Environmental disruption 
▫ Microwave and satellite equipment, rain or dust easily disrupt 

 

• Enemy congestion 
▫ Ddos attacks and flooding of receiving towers with noise are 

common attacks 
 

• Huge file sizes 
▫ MQ-9 requires 2 Mb/s data link 

 
• Extremely large burst moments 

▫ Everyone needs the data for their mission now. 



Solutions 
• We can optimize information flow through our network increasing 

throughput 

▫ This is the goal of scheduling algorithms 

 

• But can we send information before its requested instead? 



Machine learning 
• Sadly, we don’t have crystal balls, but we can use machine learning. 

Issue, You need to 
know which features 

to extract! 

SVMs, Neural 
Networks, Bayes 

Nets, etc. 



Feature selection 
• What is a feature? 

▫ Question: “What do children love about SpongeBob?” 
 
 
 
 
 
 
 

 
 

▫ These are all features of SpongeBob, and feature selection is 
just selecting those that help us predict what makes him 
SpongeBob. 
 

• Really SpongeBob is the combination of his features we call 
this a higher level feature. SpongeBob exists in some higher 
dimensional space as a linear combination of features. 

 

• His personality – ok feature 
• Color scheme – bad feature 
• The number of holes in body – 

bad feature 



How to do this in automated fashion? 

• Fully connected neural network 

▫ Activations are probabilistic in nature don’t 
depend on energy function 

 

 



Restricted Boltzmann Machines 

• What is this thing trying to do? 

▫ Guess the distribution from the limited data 
points it has access to! 

RBM 



Deep learning 
• The basic features are not enough they are like the colors 

on SpongeBob, we want higher level features. 

▫ Higher level features are things such as he has a smile on his 
face 

 

• To accomplish this we use deep learning which is just 
stacking of the Restricted Boltzmann Machines 



Deep Learning prediction architecture 

• Our scheduling algorithm is designed to determine the 
importance of a document with respect to time of any 
specific user site 



Experiments 

• Atmospherics dataset of 5,512 documents 
▫ Provided by Army core of engineers 
▫ Extended with random information from 

globalsecurity.org and news articles 
▫ Information pertaining to Civilian environment, military 

installations and civilian structures 
 

• Trained against Support Vector Machine (Radial basis 
function kernel) and Naïve Bayes algorithms 
▫ Both algorithms had to use features picked prior to 

running while the deep learning had to run in an 
unsupervised fashion 

▫ These features were principal component analysis of the 
major terms in each document 



Results - Accuracy 

• Naïve Bayes – 69.7149% 
▫ Runtime of 5 ½  hours when feature selection taken 

into account 

• SVM (RBF) – 72.4973% 
▫ Runtime of 7 hours when feature selection taken 

into account 

• RBM (10,000 hidden) – 73.2558% 
▫ Runtime of 1 hour 

• RBM (100 hidden) – 74.0311% 
▫ Runtime of 5 minutes 

• Sequence Predict (100x100 hidden) – 74.5381% 
▫ Runtime of 2 hours 

 



Results – Memory Complexity 

• The cost of the more a more efficient runtime 
▫ Everything dimensional sample must be stored in 

memory. 
 

• Naïve Bayes - 352 MB 
• SVM (RBF) – 254 MB (libSVM) 
• RBM (10,000 hidden) – Unmeasured maxed out 

192 GB server, had to shutdown services in order 
to run. 

• RBM (100 hidden) – 3.22 GB 
• Sequence Predict (100x100 hidden) – 7.8 GB 



Results – learned weights 

Level 2 weights 

Level 1 weights 

Black spots are higher weight score  
Lighter spots are lower weight score 

Discovered these extremely low weights corresponded 
to topic groups [terrorism, terrorist] and [bomb, 
bombing] (from the noisy dataset) 



Conclusion 

• We found that our sequential prediction engine 
works great for discrete ranked data 
▫ Runs into issues with continuous problems 

 
• More accurate method than pervious methods 

▫ Including human handled feature selection 
 

• More research is needed into the effect of the size of 
the deep network on accuracy 
▫ Current theory is the curse of dimensionality is at 

work, will need to prove this is correct 
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