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Tactical Agent Model Requirements 
for M&S-based ITC2 Assessments

Jim Davidson and Alex Pogel (New Mexico State University, USA)

Abstract

The continuing spotlight on the C2 domain, specifically on informa-
tion and the progressive organizational paradigms (edge organizations), and 
the corresponding acquisition focus on IT, necessitates that the defense 
operations research community create analytic capabilities regarding IT’s 
support to C2. Modeling and Simulation (M&S) offers a cost-effective 
method for exploring issues within the C2 domain. The most common 
use of  M&S assets is to assess whether IT variations correspond to varia-
tion in force effectiveness (FE); we call these ITFE experiments, and while 
they require that M&S assets have explicit models of  inputs and outputs 
to C2 and state change actuation, they do not require explicit models of  
core (internal) C2 processes. On the other hand, experiments designed to 
directly assess IT’s support of  C2—what we term ITC2 experiments—do 
require explicit models of  core internal C2 processes, from which mea-
surements can be produced that provide a basis for comparison of  IT vari-
ations. One such measurement is goal evaluation accuracy. In this paper, 
we define three familiar categories of  goal statements—purpose, task, 
and primitive action—using sufficiently specific domain referents that 
the terms are clearly differentiated from one another. The definitions are 
intended to aid development of  unambiguous and testable requirements 
for software models of  commanders, an important step in the design of  
M&S assets intended for ITC2 experiments based on the commander’s 
goal evaluation accuracy. To help clearly express these modeling require-
ments we refer to and refine Albus’ 4D/RCS model of  an intelligent agent 
by indicating that the “commanded tasks” in his model may take any one 
of  the three goal forms. After this goal categorization we then present a 
brief  survey of  well-known M&S applications, examining each for their 
instantiation of  the goal categories, and then contrast these developments 
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with another M&S application that explicitly instantiates two of  the three 
categories. Further we describe how this application was recently used in 
an ITC2 experiment. Finally we return to Albus’ 4D/RCS model to 
develop additional commander agent requirements derived from the con-
cept of  organizational agility, especially the adaptation and innovation features 
that figure so prominently in agent cognitive processes. The ontologi-
cal developments in this paper are understood as an important first step 
toward establishing modeling requirements for core processes of  virtual 
commanders, in a move toward the ability to conduct direct M&S-based 
ITC2 experiments across the entire C2 approach space, based on the 
fundamental measurement of  goal evaluation accuracy.

Introduction

The continuing spotlight on the C2 domain, specifically on informa-
tion and the progressive organizational paradigms (edge organiza-
tions), and the corresponding acquisition focus on IT, necessitates 
that the DoD operations research community create analytic capa-
bilities regarding IT’s support of  decision makers. Typical responses 
to this analytic need are experiments conducted with agent-based 
M&S assets that, at root, integrate four model types: models of  
information inputs to virtual commanders (sensing and networks), 
models that produce decisions of  the virtual commanders, mod-
els of  actuation of  state-changing mechanisms under the direct or 
indirect control of  virtual commanders, and models of  the environ-
ment itself. Such M&S-based approaches provide cost-effective and 
highly controllable experimentation methods, and the constructed 
experiments balance analytic requirements with current modeling 
capabilities.

To date, the most common use of  M&S assets is to assess whether IT 
variations correspond to variation in force effectiveness (FE); we call 
these activities ITFE experiments. Pursuit of  robust M&S-based FE 
assessments must continue since major acquisition decisions require 
FE assessments and M&S applications provide cost-effective analytic 



DAVIDSON & POGEL  | M&S-based ITC2 Assessments       3

solutions. However, there is another type of  experiment that has not 
received as much attention, where the focus is more directly on deci-
sion making outcomes. Irrespective of  decision making variables 
such as genius, nationality, experience, and training, all military 
decision makers require relevant, timely, and accurate information 
regarding foundational domain constructs to succeed, e.g., informa-
tion regarding mission, enemy, terrain, time, troops available, and 
civil considerations (METT-TC factors). Therefore, in addition to 
pursuing further developments regarding FE outcomes, analysts 
must also devote attention to intermediate assessments that are 
designed to directly assess IT’s support of  C2; we call these activities 
ITC2 experiments. Successes in this direction should enable eventual 
experiments of  the form ITC2FE.

The development of  capabilities for direct ITC2 assessments is 
especially crucial in the network-centric era, an era in which many 
key acquisition decisions and future force performance expectations 
derive from IT developments and procurements. And while M&S 
assets used in FE assessments incorporate explicit models of  inputs 
and outputs to C2 and state change actuation, they do not require 
explicit models of  core (internal) C2 processes (Ilchanski 1997; 
Pearce et al. 2003; Galligan et al. 2004; Yang et al. 2006; Moffat and 
Fellows 2008). Indeed, the C2 decision models are usually expressed 
as uniform rule sets, decision tables, or game-theoretic algorithms 
that are designed by analysts outside the simulation environment; 
none of  these algorithmic constructions are developed with an 
expectation that the values witnessed within the decision algorithms 
(during simulation execution) will be worthy of  being measured as 
an experimental outcome. Yet without explicit models of  core C2 
processes, these ITFE experiments are forced to (indirectly) infer 
C2 results, based on the assumption that improvements in force 
outcomes must be (at least in part) due to better decision making; 
in essence, these applications are not designed to directly assess 
ITC2 outcomes. Experiments focused on ITC2 require M&S 
assets with explicit models of  core internal C2 processes, from which 
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measurements can be produced that provide a basis for comparison 
of  IT variations, and they do not necessarily require inclusion of  FE 
measurements. 

The use of  force outcomes as the indirect basis for C2 evaluation is 
an understandable response to the underdeveloped state of  the C2 
Ontology (C2O), as the ontology is not yet sufficiently developed that 
we can determine software requirements by simply choosing from a 
structured mosaic of  well-established mechanisms.1 This is a funda-
mental obstacle to the creation of  correct, unambiguous, complete, 
verifiable and traceable (IEEE 1998) requirements for virtual com-
manders that are to be incorporated within agent based M&S appli-
cations, especially those constructed for ITC2 experiments, with 
or without eventual reference to FE outcomes. Fully developing the 
C2O is an open problem for military domain researchers, and many 
previous C2O efforts have produced differing levels of  descriptive 
granularity, successfully highlighting various isolated aspects of  the 
C2 domain.2 The development of  a complete and accredited C2O 
is obviously difficult, based on the massive scope of  the domain, the 
lack of  transparency of  tactical decision makers’ internal thought 
processes including their informal interaction methods (such as per-
sonal communication between superiors and subordinates), and 
most importantly a lack of  criteria for defining completion of  various 
aspects of  the ontology itself. Of  course, this paper will not solve 
the problem of  completing the C2O, and instead focuses on a more 
modest aim, the refinement of  an absolutely fundamental aspect of  

1. Indeed human problem solving within complex and epistemically uncertain 
military environments is still not well understood and the domain itself  is under 
a constant state of  flux given competition between opposing sides where self  
interests are pronounced and where the stakes are very high; these conditions 
suggest that the C2O may never properly be considered complete.
2.  See for example the growing literature in the Command and Control 
Research Program (CCRP) and the US Army’s own C2 doctrinal literature, 
most notably Field Manuals: FM 3-0 (Operations), FM 6-0 (Mission Command: 
Command and Control of  Army Forces), FM 5-0 (Army Planning and Orders 
Production) and FM 5-0.1 (The Operations Process). See also, for example, the 
US Army Battle Command System.
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the C2O, namely goals. In the realm of  C2 assessments, a funda-
mental measure of  IT effectiveness is the extent to which IT sup-
ports a commander’s accurate evaluation of  goal attainment status 
at any time, abbreviated as goal evaluation accuracy. Clearly the com-
mander’s process of  evaluating goal involves establishing inferences 
and judgments between the METT-TC factors, all fed by informa-
tion provided by IT assets.

In this paper then, we define three familiar categories of  goal state-
ments—purpose, task, and primitive action—using sufficiently specific 
domain referents such that all three terms are clearly differentiated 
from one another. The definitions are intended to guide the develop-
ment of  unambiguous and testable requirements for software mod-
els of  commanders, an important step in the design of  M&S assets 
to be used in ITC2 experiments based on virtual commanders’ 
goal evaluation accuracy. 

In Section 2, we begin by noting the central nature of  goals in the 
achievement of  control within any form of  organizational hierar-
chy, a centrality that is emphasized strongly in the progressive orga-
nizational control concepts of  focus and convergence (Alberts and 
Hayes 2006). We then build upon the C2O by defining three goal 
categories. We discuss the relationship between the three goal cate-
gories and their impact on decision allocation. We also note that the 
definitions provide a refinement of  Albus’ 4D/RCS reference model 
architecture (Albus 2002) to include specific goal categories in the 
characterization of  a virtual commander’s relations with superiors, 
peers, and subordinates in an organization. 

In Section 3, we briefly review a number of  well-known M&S devel-
opments, including ISAAC, EINSTEIN, MANA, WISDOM, and 
WISE, and note that all offer potential for FE experiments, but none 
explicitly model core C2 internal processes from which audits can 
indicate accuracy of  commanders’ goal evaluation. This state of  
affairs is not a mark against any of  these M&S efforts, as software 
development is always oriented toward very specific purposes, e.g., 
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theorizing about complex adaptive systems and emergent behavior. 
We then conclude section 3 by contrasting these FE-oriented M&S 
developments with a summary of  the System of  Systems Survivability 
Simulation (S4), a simulation that has been created for direct support 
of  ITC2 susceptibility and vulnerability experiments based in part 
on virtual commanders’ goal evaluation accuracy. 

In Section 4, we describe a recent experiment using the S4 M&S 
asset, highlighting the fact that the ability to implement metrics for 
key measures of  merit, namely assessments of  IT support of  deci-
sion making, was completely dependent on the explicit modeling of  
purpose as a goal category in S4’s virtual platoon leaders.

In Section 5, we note a consequence of  two cognitively rooted 
aspects of  agility (adaptation and innovation, of  Alberts’ and Hayes’ 
six features) that directly depend on the categories of  goals present 
within the processing of  a virtual commander. Further we express 
these consequences as additional modeling requirements for agile 
virtual commanders, by returning to and extending Albus’ 4D/RCS 
conceptualization of  an intelligent agent. From these additional 
agility based requirements, we derive other important ITC2 experi-
mental consequences relating to allocation of  decision rights, pat-
terns of  interaction and distribution of  information. We end sec-
tion 5 by assessing the extent to which S4 satisfies these additional 
organizational agility requirements, highlighting successes and fail-
ures. Finally we conclude by describing future work on a continuing 
expansion of  the C2O for implementation in the S4, in the area of  
virtual agents’ interactions within an organization.

In summary, the ontological developments in this paper are under-
stood as an important first step toward establishing modeling require-
ments for core processes of  virtual commanders, including software 
agents advanced enough to express organizational agility. When vir-
tual commanders are constructed to satisfy these requirements, we 
believe the value gained will be the ability to conduct M&S-based 
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ITC2 experiments across the entire C2 approach space, ranging 
from traditional militaries to edge organizations, all based on the 
fundamental measurement: goal evaluation accuracy.

Section 2. Goal Categories

In any organization, control trickles down the hierarchy through 
the construction and delivery of  goal statements, from superior to 
subordinate, level by level. This is the case across all possibilities 
expressed in the C2 approach space (Alberts 2009), ranging from tradi-
tional organizations to edge organizations. In many traditional orga-
nizations, goals provide over-specified descriptions of  future actions 
to be taken by subordinates that too often represent improper man-
agement of  uncertainty. This is not to say that rigid control is never 
necessary as some contexts may very well require tight control (e.g., 
a microprocessor assembly line or operation of  a nuclear power 
plant). In the realm of  full spectrum operations however, control 
and decision authority will invariably call for wide distribution of  
a general intent, combined with forces’ use of  disciplined initiative 
in seeking the overall endstate. Indeed progressive organizational 
designs are essential for the 21st century and beyond. But even 
under the most progressive of  forms, edge organizations, that are 
imbued with focus and convergence, goals remain a central referent: 
“In brief, …focus provides the context and defines the purposes of  
the endeavor; convergence is the goal-seeking process that guides 
actions and effects” (Alberts 2007). In other words, focus is the exis-
tence of  the goal, “a synthesis of  how the situation is perceived and 
understood, including perceptions about the nature of  the endeavor 
(strategies and plans) that are appropriate for the situation,” while 
convergence is the process of  seeking the goal, in which “the empha-
sis is placed squarely on improving the value-view of  current and 
future states rather than achieving some specific result.” Another 
implication of  convergence is the expectation that the participants 
in an endeavor will alter their in situ environments, consistent with 
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the roles they are to fulfill in achieving the organizational focus. This 
will necessarily include altering their internally produced or organi-
zationally assigned sub-goals.

However, goals do not take the same form across the C2 approach 
space; indeed, there is a strong connection between specificity of  
goal and degree of  decision allocation. Further, information distri-
bution and patterns of  interaction between members of  an orga-
nization also depends on specificity of  goals. For an organization 
to express agility, goals must be formed carefully to indicate why 
a mission is undertaken, but not expressing what is to be done, nor 
how it is to be done; therefore a high degree of  abstraction in the 
expression of  goals, nonetheless providing full expression of  the bare 
minimum beneficial effects to be gained, is essential for maximum 
decision allocation exercised by subordinate leaders. By contrast, 
detailed command or classical C2 (a command strategy still exer-
cised by many contemporary military organizations) is conducted 
through delivery of  highly specific goals, that spell out what is to 
be done and how it is to be done, and it is now understood that 
commanders using such specific goal statements will often assert too 
much control over subordinates in the wrong context. In recogni-
tion that tight control is inappropriate in many 21st century contexts 
several armies (e.g., US, UK, Australia) have now adopted mission 
command doctrine, a distributed command and control strategy that 
is rooted in the German concept of  Auftragstaktik. The essence of  
mission command is “disciplined initiative” in which subordinates 
are expected to carry out their mission orders with a high degree of  
initiative and latitude in execution, consistent with the commander’s 
intent (or more recently, common intent). However, since command 
styles are apt to vary widely from highly controlled to very loose 
control (i.e., more or less decision allocation, even within the same 
organization) M&S applications designed to support ITC2 assess-
ments must account for the differences since each command style is 
likely to have its own corresponding IT configuration, and the vari-
ous IT configurations are likely to show more or less susceptibilities 
to threats such as electronic warfare and computer network attacks. 
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In order to decompose and assess the full range of  C2 strategies that 
IT is meant to support, including decision allocation, we must char-
acterize the different types of  goals that can be passed from superior 
to subordinate, that is, we must categorize goals. 

During our past literature reviews we have found that many goal 
forms and goal statements lack the level of  specificity needed for 
formalization in an agent-based software model. For example in US 
Army doctrine we find concepts that share the term task: tactical mis-
sion task, mission-essential-task, collective task, and individual task. 
The emphasis on tasks, especially in the context of  training for full 
spectrum operations, has led to their encapsulation in the US Army 
Universal Task List and even in the Joint Universal Task List at DoD 
level. Despite the effort, task (as a goal category) definitions remain 
ambiguous and are not easily translated into code for consumption 
by virtual commanders. For example the definition of  the US Army 
tactical mission task (FM 3-90 2001) disrupt, reads:

[It is] a tactical mission task in which a commander inte-
grates direct and indirect fires, terrain, and obstacles to upset 
an enemy’s formation or tempo, interrupt his timetable, or 
cause his forces to commit prematurely or attack in a piece-
meal fashion.

Whereas the definition for interdict reads:

[It is] a tactical mission task where the commander prevents, 
disrupts, or delays the enemy’s use of  an area or route.

Clearly it is problematic when developing software requirements for 
virtual commanders if  one definition of  task includes the term of  
another task in its own definition.

Yet, even in software representations of  commanders with explicit, 
unambiguous computations corresponding to goal evaluation, it is 
still true that the term goal could be interpreted broadly too, e.g., to 
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mean “this agent’s algorithm attempts to make the value of  this func-
tion as great as possible.” In some circles (rational agent theory) this 
would be correct, since utility functions are considered the basis for 
all decision making, and there are no presumed theoretical restric-
tions on what is expressed by a utility function. However, when soft-
ware is developed for an agent model to be used for assessment of  
ITC2, based on a virtual commanders’ goal evaluation accuracy, 
the formulation and the interpretation of  goals in the eyes of  supe-
rior and subordinate becomes an important feature of  the model 
itself: if  the goal of  an agent (a component of  an algorithm) is not 
sensibly interpretable by an analyst employing the M&S asset, the 
experiment conducted will necessarily lose analytic power. Where, 
so often, focus in software efforts (regardless of  domain) is placed 
on computational efficiency, the act of  modeling requires deliberate 
attention to expressive power. Therefore, the aim of  the remainder 
of  this section is to categorize goals with three detailed definitions; 
the definitions should allow us to understand not only when a soft-
ware agent possesses and acts upon a goal, but also to interpret what 
kind of  goal the agent is acting upon. As mentioned above, a by-
product of  this categorization is that we can then refine the concept 
of  the decision allocation spectrum to show how goal forms corre-
late to allocation of  decision making authority.

At the basic level, doctrinal goal descriptions take the form task and/
or purpose. For example US Army doctrine (FM 3-90 2001; FM 1-02 
2004) provides these definitions:

a. Purpose (or why in the mission statement): the reason for a 
unit’s task, activity or endeavor (dictionary synonyms include 
object, aim, goal, or end). For example: protect the move of  
the humanitarian aid convoy to village D from the insurgents on hill B.

b. Task (e.g., tactical mission task; what in a mission statement): 
The specific activity performed by a unit while executing 
a form of  tactical operation or form of  maneuver. It is the 
minimum essential effects to accomplish the purpose, usually 
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expressed with reference to an enemy force or terrain (dic-
tionary synonyms include job or assignment). For example: 
contain insurgents inside the Khyber Pass.

To develop the C2O with respect to goal statements including over-
controlling goals, we are going to add another category called primi-
tive action, which we define as the direct application of  an asset to 
achieve a desired state change. Although there is no explicit refer-
ence to primitive actions in doctrine, we do find implicit references 
in various equipment user’s manuals and how-to guides, in train-
ing and evaluation literature on tactics, techniques and procedures 
common to the domain, and in technical manuals pertaining to 
sequences of  actions necessary to perform work such as diagnosing 
faults on complex components and systems, including hardware and 
software.3 Some examples of  primitive action goals include: a Team 
leader’s command to a subordinate to dash across the street and 
enter a building; a Stryker commander’s instruction for a loader to 
re-load the main gun ammunition ready box; a psychological opera-
tions section chief ’s command for a subordinate to print a thousand 
information operation leaflets; a maintenance supervisor’s instruc-
tions to a mechanic to run diagnostic test 7230 on the turret distribu-
tion box in a Bradley Fighting Vehicle. 

In its broadest form, the term goal merely indicates an effect, some 
state of  some referent that is desired by the subject agent, and in 
general, such a desired state could be considered sufficient as a foun-
dation for evaluation of  current and future states by agents directly 
controlling assets (as in the primitive action case); however, such a 
broad characterization is insufficient for development of  require-
ments for virtual commanders whose primary state-changing control 
mechanisms are indirect, expressed through modification of  evalua-
tion functions of  other agents, that is, through the delivery of  goals 

3. See any of  the US Army’s Equipment Maintenance Technical Manuals. TM 
8-4110-002-14&P: Unit, Direct Support, and General Support Maintenance 
Manual; Refrigerator, Solid State, Biological Model DLA-50T (1998) is an 
excellent example of  an extensive set of  primitive actions.
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to subordinate agents. Intelligent agents, sufficient for experiment-
ing on ITC2 across the C2 approach space, must use appropriate 
goal categories to allocate decision authority and must be aware of  
risks associated with the assignment of  goals to subordinates, never 
assigning goals that will result in no apparent benefit for the risk 
involved. Thus, we define three goal categories, namely purpose, task, 
and primitive action:

A purpose is a general description of  desired, directly beneficial 
futures for an OWNFOR referent, representing an aggregation 
of  a multitude of  beneficial concrete future states the OWNFOR 
referent may achieve;

A task is a general description of  desired futures for a non-OWN-
FOR referent or for an OWNFOR referent from which benefit 
can only be indirectly inferred, representing an aggregation of  
a multitude of  concrete future states the referent may achieve;

A primitive action is a specific description of  a future state that is 
directly achievable by direct application of  assets.

The first distinction to draw from the definitions is that purposes and 
tasks are expressed in general terms that reflect a variety of  specific 
outcomes, so they inherently involve some degree of  abstraction in 
the description of  the desired futures, while actions only describe a 
specific future state that can be realized by an application of  assets. 
Purposes and tasks are distinguished from one another by the degree 
of  directness with which some benefit is expressed by the goal: a 
general goal is a purpose if  it expresses some direct benefit to an 
OWNFOR referent; otherwise it is referred to as a task.

There are two crucial notions implicit in the definition of  purpose. 
In a purpose statement, received in a high risk, epistemically uncer-
tain environment, the perception of  benefit by the receiving agent 
generates willingness to accept risk in the pursuit of  purpose despite 
the dangers and uncertainties. For example, a force may be willing to 
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put their own lives at risk if  they know by doing so that they will be 
protecting a friend, since trust, honor and loyalty between comrades 
is highly prized. Furthermore, the generality required of  the descrip-
tion constituting a purpose leads to broad applicability and persis-
tent relevance. For example, a purpose to protect a sister unit is likely 
to remain persistently relevant owing to the receiving unit’s desire 
for honor and loyalty among peers, but also abstract enough to allow 
for wide variety in execution; the allowance for independence of  
thought and action during execution is especially important in high 
risk, uncertain contexts). Ultimately, a commander’s choice of  an 
appropriate level of  generality will determine the effectiveness of  
a purpose: too concrete a purpose will lose relevance when natural 
situational variation arises, requiring that further purposes be deliv-
ered, with a cost incurred from additional communication (usually 
via IT) and comprehension of  the new goal descriptions; too gen-
eral a purpose will not provide subordinates a criteria against which 
they can judge their alternatives. Selecting a level of  abstraction that 
assures purpose is persistent is a judgment call for the creator; this 
judgment must be made by agents who evaluate candidate purposes 
and choose one to deliver to subordinates. Importantly the require-
ment that purpose refer to a beneficiary (the referent) makes explicit 
the benefit toward which all activity is oriented, including expendi-
tures, asset application, and risk undertaken.

The general description that comprises a task does not present lit-
eral expression of  direct benefit to OWNFOR, and as such this goal 
form is not specifically rooted in the psychology of  people at war 
(Grossman 1993; Ardant du Picq 2009); that is, people fight best 
when they can plainly see how their fighting matters to their cohorts’ 
survival. Supported by historical evidence and psychological studies, 
it is widely acknowledged that people fight because they cannot let 
other people down.4 Significantly the content of  a typical task goal 

4. See for example Leonard Wong et al. “Why They Fight: Combat Motivation 
in the Iraq War.” This study is an impressive survey and historical review of  
combat motivation completed for the Strategic Studies Institute at Carlisle 
Barracks, PA, July 2003.
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does not make explicit how one person’s effort helps another. Of  
course, some benefit should arise from a task, but this benefit must 
be abducted by the stakeholder. In practice, provided a task is pres-
ent, commitment to a task is justified through inferences on the part 
of  the organization or its members that achievement of  the task will 
make achievement of  the purpose more likely. On the other hand, 
if  a purpose is not provided, this inference becomes a matter of  
guesswork, of  abduction, based primarily on what purpose might be 
implicit in the determination of  this task.

Primitive actions are instances of  state changes derived from the 
available state changing capabilities of  assets that are under the 
direct control of  the agent. If  an agent can drive a vehicle, the vehi-
cle has the ability to change the position of  the agent, so an action 
based on this capability could “Move from point A to point B;” if  
an agent can fire round type R from weapon W at any point within 
3km of  its current location, a primitive action based on this capabil-
ity could be “place round R at point (x, y, z) (that is 1.2km away).” 

In both generality and importance to OWNFOR, purposes are 
greater than tasks, and tasks are greater than primitive actions. We 
summarize these relationships as the goal ordering principle, expressed 
as a multi-part inequality:

Purpose > Task > Primitive Action.

The relation > should be read as “are served by,” so the principle 
indicates that lower level goals always serve higher level goals. If  
an agent or team has a purpose, then the tasks they adopt (or were 
assigned) are believed to serve the purpose; correspondingly, with 
any task, the primitive actions are believed to serve the task. It is 
apparent from this sequence that the category of  goal delivered to 
a subordinate agent or team has a great impact on the degrees of  
freedom available to the agent or team in fulfilling the goals. After 
a display of  examples of  the interactions, we further discuss these 
degrees of  freedom.
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Example 1. Consider a platoon with the following goals: purpose is 
“protect platoon Y from enemy tank fire, while it advances to hill 
62”; task is “contain enemy tanks south of  a line from benchmark 
591, east to benchmark 788”; primitive action is “engage 2nd enemy 
tank from left.”

Example 2. Consider a multinational battalion force: purpose is 
“The US Embassy is to remain safe from car bombings during the 
diplomatic meetings”; task is “search all vehicles entering the US 
Embassy compound”; primitive action is “open the trunk of  the car.”

Example 3. Consider a multinational humanitarian relief  organiza-
tion: purpose is “ensure citizens of  city Z receive an uninterrupted 
flow of  food and medical aid during the monsoon season”; task is 
“block rising river adjacent to food warehouse”; primitive action is 
“fill and stack sand-bags.”

In Example 1, the purpose will clearly be evaluated by examining 
expected or actual enemy tank fire present in current and future 
states of  platoon Y, during its advance to hill 62, while the task is 
considered sufficient to achieve the purpose because the enemy tank 
firing range is known and keeping them south of  the designated line 
will disallow them from firing upon platoon Y; finally, to keep enemy 
tanks sufficiently south of  platoon Y, a member of  the platoon will 
engage the 2nd enemy tank from the left.

At the risk of  overemphasizing goal definitions and our previous goal 
categorization, we want to explain the necessity to do so when devel-
oping agent-based models. As can be inferred from the definitions, 
an agent operating on a purpose goal is clearly going to require a 
completely different evaluation (and hence require different infor-
mation) than an agent operating on a task goal, and similarly for 
tasks versus primitive actions. For example, suppose an agent X is 
given a purpose to protect platoon A from enemy B during platoon 
A’s move to hill 123. Clearly agent X will need to concern itself  with 
platoon A’s execution, and the movement, disposition and threat 
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posed by enemy B (at any time) against platoon A, while platoon A 
moves to hill 123. If  platoon A changes direction, agent X will have 
to assess how platoon A’s change in execution impacts its current and 
future ability to protect platoon A from enemy B, and adjust accord-
ingly. One can see from this example that communication, coordi-
nation and cooperation between platoon A and agent X is essential 
for agent X to evaluate its goal attainment status. Consequently, IT 
plays a crucial role in helping agent X perform its evaluation by 
providing the medium for the vital, dynamic information exchange 
that must take place between platoon A and agent X and IT must 
help agent X interpret environmental changes that impact its ability 
to protect platoon A. 

Now assume that agent X is instead given the task to seize hill 123. 
In this case agent X will need to evaluate the threat sitting on hill 
123 and judge how its unit will move to (with minimal risk) and 
take hill 123 from enemy forces so ensconced. In this example agent 
X’s judgment fundamentally revolves around how its unit is to fight 
and survive while taking a hill the enemy presumably wants to keep. 
IT will need to support agent X’s evaluation, but the information 
requirements are very different from the previous example. More 
importantly agent X will likely avoid risk since it has no compunction 
to take on more risk than is absolutely necessary since the capture of  
the hill offers no apparent direct benefit to anyone. From these two 
simple examples we can see how goal categories offer very different 
agent evaluation and IT requirements, and the examples indicate 
how agent goals can directly impact patterns of  interaction, decision 
allocation, and information distribution within an organization. 

With the previous discussion as backdrop we now refine Albus’ 
4D/RCS intelligent agent model (Albus 2004) to express differ-
ences in core cognitive processes of  an agent when it is acting on 
a particular goal category (see Figure 1). Note that commanded task 
(i.e., goal), appearing at upper right of  the diagram, is provided as 
input to an agent (presumably the output of  a higher level agent), 
and commanded actions (i.e., subgoals), appearing at lower right of  the 
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diagram, are provided as output of  the agent (to become input to 
lower level agents). The goal categories referred to in the model are 
task and primitive action, respectively; however, this restriction is 
not appropriate if  we expect to model the entire C2 approach space. 
Therefore, we extend Albus’ 4D/RCS model by allowing that the 
incoming and outgoing goals can be from any of  the goal categories. 

For the remainder of  the paper we will continue to use Albus’ refer-
ence model to express implications of  goal categories for intelligent 
(simulation) agents, especially agile intelligent agents. Significantly, 
the US National Institute of  Standards and Technology’s (NIST) 
Intelligent Systems Division (ISD) has been developing this model 
of  intelligent agents for over 30 years. The most recent version of  
the original reference control architecture, now named 4D/RCS, 
adds time to each of  the other modules: Sensory Processing, World 
Modeling, Value Judgment, and Behavior Generation. The model 
has served as the conceptual foundation for the implementation, 
testing, and revision of  several robotics applications within US and 
German defense organizations (hence the Operator Interface appear-
ing at the right hand side of  Figure 1). Also the model integrates 
concepts from theories in cognitive psychology, semiotics, neurosci-
ence, and artificial intelligence (Albus 2006). There are other mod-
els of  intelligent agents, e.g., SOAR, with its focus on learning, and 
ACT-R, with its focus on primitive elements of  thought, but we 
prefer the emphasis on command and control in Albus’ reference 
model, specifically the communication of  goals from superior to sub-
ordinate (and so on), along with its ability to represent core concepts 
that are identifiable within military commanders. Indeed, the key 
notions of  many other models of  intelligent agents already appear, 
at least implicitly, within Albus’ model. For example, belief-desire-
intention (BDI) concepts (Cohen and Levesque 1990) are embedded 
inside Albus’ modules (World Model, Value Judgment, and Behavior 
Generation, respectively), but Albus does not require that modal 
logic be used to encode constraints on BDI. 
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Figure 1. Internal view of  Albus’ structure of  a typical 4D/RCS 
node.

Also consider Klein’s Recognition Primed Decision (RPD; Klein 
1998) model illustrated in Figure 2. Klein’s concept “Experience 
the situation in a changing environment” is refined by combining 
Albus’ Sensory Processing and World Model modules and “recogni-
tion has four by-products” is consistent with a combination of  Albus’ 
World Model, Value Judgment, and Behavior Generator modules. 
Similarly Klein’s concept “evaluate, mentally simulate and will 
it work” is refined by combining Albus’ World Model and Value 
Judgment modules. Note however, that the 4D/RCS makes sensory 
perception explicit and internal to the agent, and the model includes 
interactions with other agents; these concepts are missing from the 
RPD model. More importantly RPD is a model of  expert decision 
making, by decision makers familiar with the contexts in which they 
decide. Yet we know from historical evidence (especially recent his-
tory) that military decision makers will often be called upon to make 
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decisions in contexts for which they have no previous experience 
(hence commanders are often novice decision makers).5 One exam-
ple illustrates the point very well:

“I am a combat infantryman. You want me to fire and 
maneuver; I can fire and maneuver—anywhere, in any ter-
rain, anywhere you want to do it. Here, I have had to learn 
how sewage works. In my AO [Area of  Operations], I can 
brief  you where all my pumps are, all my manholes, and 
where my sewage is broke.”6 

5. See, for example, the Institute for Defense Analyses report by Tillson, John C. 
et al., 2005. <http://www.dtic.mil/cgi-bin/GetTRDoc?AD=ADA442427&Loc
ation=U2&doc=GetTRDoc.pdf> This in-depth report for the Under Secretary of  
Defense for Personnel and Readiness highlights the DoD need to train adaptive leaders 
for 21st century asymmetric threats. 
6. Wong, Leonard. 2004. Developing Adaptive Leaders: The Crucible Experience of  
Operation Iraqi Freedom. Strategic Studies Institute. US Army War College. Carlisle, 
PA. p. 6. <http://www.strategicstudiesinstitute.army.mil/pdffiles/PUB411.pdf>
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Figure 2. Klein’s RPD as adapted by Elliott; Australian Defence and 
Technology Organisation 2005.

The 4D/RCS conceptualization allows for both kinds of  decision 
makers, expert and novice. Lastly, Albus’ model integrates the indi-
vidual level with the organizational level, specifically multiple levels of  
interacting agents, an organizational characterization that neither 
BDI nor RPD account for. Setting aside completeness and general-
izability of  the Albus model, our refinement of  the goal categories 
indicates that the goal inputs, the goal outputs, and the peer-to-peer 
interaction in 4D/RCS can involve any of  the previously described 
goal categories. Therefore, we can infer from the goal ordering prin-
ciple that decision allocation is realized through freedom in goal-
setting; this is not to be confused with resource allocation that is 
determined independently of  the granting of  broad or little goal-set-
ting freedoms (NATO 2006). More specifically, in terms of  our goal 
categories, the degree of  decision allocation witnessed in an organi-
zation is largely dependent on the category of  goals employed in the 
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superior-subordinate relationships: a respectively high/medium/low 
degree of  decision allocation is granted when goals are expressed in 
the form of  purpose/task/primitive action statements, respectively.

Section 3. Goal Types Instantiated 
in Agent-Based Models

Across the range of  military M&S models that we have surveyed, 
we have not seen explicit representation of  goal categories and 
specifically purpose evaluation in the dynamic cognitive processes 
of  virtual commanders. Many M&S developments and intelligent 
agent models do account for goals but these refer to tasks and/or 
primitive actions (Gonzalez et al. 2005; Kraker et al. 2009; Kewley 
2004; Cheng 2007; Bock 2000), not purpose. For example three M&S 
assets devoted to the discovery of  emergent behavior in warfare 
are the Irreducible Semi-Autonomous Adaptive Combat (ISAAC), 
and its extension the Enhanced ISAAC Neural Simulation Toolkit 
(EINSTEIN) (Ilachinski 1997; 2004), the Map Aware Non-uniform 
Automata (MANA) (Lauren and Stephen 2002), and Warfare 
Intelligent System for Dynamic Optimization of  Missions, Version 
II (WISDOM-II) (Yang et al. 2006). These models implement agents 
whose decision making processes are based on externally pre-deter-
mined rule sets that agents follow during execution of  tasks and 
primitive actions. The aggregated behavior of  homogenous, rule-
following agents, operating on tasks and primitive actions in rela-
tively simplified worlds results in unexpected, unpredictable behav-
ior. However interesting the emergent results are, there is a notable 
absence of  explicit agent goal evaluation in these M&S applications, nei-
ther with respect to subordinates’ achievement of  self-determined 
goals (e.g., evaluate avoidance of  threat line-of-sight while attempt-
ing to move from point A to point B), nor the agent’s achievement of  
goals ordered from above (e.g., evaluate, at any time, achievement of  
the task: seize hill 123, or evaluate and protect platoon A from threat 
B); consequently, in none of  these simulations can an agent’s goal 
evaluation accuracy be computed. Any goal category that may be 
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implicitly present, in the mind of  the rule set developer (e.g., “these 
agents are trying to capture the flag”), is not explicitly evaluated by 
the agents themselves. 

Another M&S example with more mature representation of  con-
cepts in the C2O is the Wargame Infrastructure and Simulation 
Environment (WISE) (Pearce, Robinson, and Wright 2003) devel-
oped in the United Kingdom (UK). WISE (Fellows et al. 2004) “is an 
agent based analytical tool used for the analysis of  combat but with 
a heavy emphasis on the command and control aspects of  manoeu-
vre warfare,” that was designed to support a variety of  UK defense 
analysis needs such as cost benefit analysis, net-centric analysis 
(i.e., digitization of  the battlefield), doctrine and tactics, as well as 
futuristic C2 concepts. A unique aspect of  WISE is the facility for 
human-in-the-loop interaction (hence Wargame in the acronym) or 
constructive, closed-loop simulation mode. In terms of  agent deci-
sion making representations, WISE incorporates abstractions of  
“deliberate” and “rapid” planning (Moffat and Mason 2000; Moffat 
2007; Moffat and Fellows 2008). We note from scenarios explored 
within the WISE by UK Defence Science and Technology Laboratory ana-
lysts (Moffat 2007; Moffat and Fellows 2008), that the goal categories 
distributed between higher (deliberate planners) to lower (rapid plan-
ners) agents generally follow the form tasks and/or primitive actions. 
Despite the game-theoretic computations performed before a simu-
lation is executed, in order to seed the planners with rich decision 
logic, in the constructive mode of  WISE’s applications, the agents 
do not explicitly evaluate their goals, and consequently, goal evalua-
tion accuracy cannot be computed from simulation outputs.

In summary, many of  these agent-based models were designed for 
ITFE experiments in order to theorize about complexity when 
warfare is viewed through the lens of  complex adaptive systems 
and emergent phenomena. The aforementioned applications serve 
their purposes well, but they were not specifically designed to assess 
how well IT configurations support a virtual commander’s evaluation of  its 
goal attainment status. Consequently these applications do not require 
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agents to be aware of  or evaluate all three goal categories. In our 
work we are concerned with directly assessing ITC2, specifically 
we want to know how perturbations to IT (e.g., via electronic war-
fare or computer network attacks) impact C2 performance. For the 
remainder of  this section then, we describe an M&S development 
motivated by a desire to produce ITC2 assessments, namely the 
System of  Systems Survivability Simulation (S4). The S4 presents a 
virtual commander modeling paradigm that instantiates two of  the 
goal categories but incorporates agent evaluations of  all three.

The S4 model was developed for the Army Research Laboratory 
by New Mexico State University’s Physical Science Laboratory. 
As Berstein et al. (2006) described, “each agent’s revision process 
includes information and knowledge from local sensors, remote sen-
sors via the network, its engagements and encounters, and its gen-
eral situational awareness and understanding.” This agent-based 
simulation acknowledges the stages of  situated cognition described 
in the Dynamic Model of  Situated Cognition (DMSC) (Miller and 
Shattuck 2004) and analysis of  simulation outputs use the DMSC 
framework to develop and categorize key measures of  merit and 
explanatory metrics. Two key modules in S4 that represent the 
DMSC stages are the communications module and the decision-
making process (DMP) module. The communications module can 
introduce delay and loss of  information, and agents’ decision out-
puts, and more importantly the evaluations within their decision 
processes, are, in turn, sensitive to the quality, content and timeliness 
of  the information provided to them by IT.

Platoon leaders represent the most advanced decision modules in 
S4, as their decision processes include explicit representations of  
purpose and task goals delivered to them by their virtual company 
commanders. As such we will focus our remaining discussion on the 
platoon DMP. Through Figures 3, 4, and 5, and their accompanying 
narratives, we present an overview of  the S4 hierarchy and a platoon 
leader’s decision making process. 



24       The International C2 Journal | Vol 4, No 1

Figure 3. S4 Agent Hierarchy

In Figure 3, we see the platoon leader DMP resting below company 
commanders but above platform DMPs. In brief, each platoon leader 
performs a decision (i.e., purpose) evaluation at least once a min-
ute (this time interval value is configurable), and more often when it 
receives information relating to a critical threat (a metric we will return 
to later in the paper). As indicated in Figure 3, the platoon leader’s 
role is to accept an order from the company commander and pro-
duce orders for his vehicle commanders. An order from company 
level includes mission information such as an initial task, a fixed pur-
pose (unless the company commander changes orders later), a direc-
tion of  attack, an area of  operations, allocation of  combat power, a 
geographic objective for orientation, sequencing with sister platoons 
in terms of  arrival times at company determined objectives, the pla-
toon’s enemy focus, fire support target reference points, and other 
control measures such as lines of  departure and phase lines requiring 
automatic status reports. The platoon leader uses its perception of  
the situation and the contents of  its order to project future states and 
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evaluate the states relative to its assigned purpose and unit survival. 
If  a purpose and/or survival evaluation is sufficiently problematic, 
the platoon leader proposes tasks to solve its goal given its identified 
critical threats. The platoon leader then projects future states out to 
a configurable horizon based on its unit’s execution of  the proposed 
tasks (respectively) and ultimately chooses the task giving the best 
purpose/survival evaluation provided the winning task differs from 
the current task. Note that this feature of  the platoon DMP differs 
from Klein’s RPD model wherein the expert decision maker chooses 
the first course of  action that it believes will solve the problem (aka 
Herbert Simon’s “satisficing”). The platoon DMP more closely 
approximates Cohen’s Metacognition Model (Cohen et al. 1996) by 
allowing for mental simulation (i.e., brainstorming/wargaming) by 
the agent in epistemically uncertain situations, and this sequence of  
alternative evaluations represents an implementation of  the inter-
actions between the Behavior Generator, World Model, and Value 
Judgment modules in Albus’ reference model architecture. Once the 
platoon leader completes its decision process, it will eventually com-
municate roles and assignments to its platoon members consistent 
with the winning task (Davidson et al. 2006). 
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Figure 4. S4 Platoon Leader DMP

Referring to Figure 4, we now address the primary components 
within the platoon DMP’s core internal processes (excluding Task 
Execution since this component concerns execution of  tasks by sub-
ordinates, but not the DMP’s purpose evaluation or task selection 
processes). The first is Situation Awareness Synthesizer (SAS); in 
short SAS tailors the platoon DMP’s incoming information (via sen-
sors and network) corresponding to the area of  operations assigned 
to it by the company DMP; the SAS is an implementation of  Albus’ 
Sensory Processing module. This information is evaluated in the 
Situation Monitor module (SM) with respect to the platoon leader’s 
purpose and unit survival. SM is the component that amalgamates 
all incoming information (including orders from the company DMP 
via the network) from SAS and evaluates that information to pro-
duce a situation; SM is an implementation of  Albus’ World Model 
and Value Judgment modules. SM uses a state building machine 
to forecast futures (out to a 15 minute horizon–this is configurable) 
regarding the execution of  the platoon’s current task, implementing 
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World Model, and evaluates the futures against the backdrop of  its 
currently perceived threats and understood friendly activity, imple-
menting Value Judgment.

With respect to ITC2 experiments, the most important evaluation 
SM performs on enemy information concerns degree of  threats to 
the platoon’s purpose, and SM determines that one or more of  these 
threats may become the platoon’s critical threat. For example, SM 
may conclude that one of  three threat systems is projected to travel 
to within 500 meters of  the protected platoon, and have line of  sight 
at that position, while the other two are projected to remain several 
kilometers away. Based upon SM’s purpose evaluation it may send 
a request to task selector (TS), e.g., if  a new threat is deemed to be 
a serious hazard to protection of  beneficiary platoon under the cur-
rent task then SM will request a task, or if  a new purpose goal arrives 
from the company DMP, then SM will request a new task, etc. In this 
case, the brainstormer subcomponent of  TS proposes relevant tasks for 
the problem futures (see the decomposition in Figure 5); the TS and 
task execution components in the platoon DMP are implementations 
of  Albus’ Behavior Generator module. The wargamer subcomponent 
within TS then “mentally simulates” the execution of  the brain-
stormer’s proposed tasks by reusing the state building machinery of  
SM and the purpose evaluation mechanism. Ultimately, wargamer 
scores each proposed task according to its purpose and unit survival 
satisfaction ranking. Finally the task scores produced by wargamer 
are delivered to the task chooser subcomponent of  TS that compares 
the task scores and simply chooses the best task (assuming that the 
proposed winning task can overcome the platoon DMP’s inertia for 
its current task).

Figure 5 highlights the interactions between the components in the 
design. As can be expected, the interactions between the various 
DMPs (as there are many within the Blue and Red organizational 
hierarchies), in response to their enemy counterparts and other 
aspects of  the physical environment, produces substantial tactical 
variety during the execution of  many hundreds of  runs. The variety 
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stems not only from the DMP constructions themselves and their 
interactions, but also from the fact that the information provided 
to commanders, through the software models of  DMSC stages, is 
never constant or perfect. The M&S applications surveyed at the 
beginning of  this section also produce substantial variety, normally 
expressed as the emergence produced (in FE terms) from the aggre-
gate behaviors of  many autonomous, relatively homogeneous, local-
ized, rule following agents. By contrast, variety and unpredictabil-
ity within S4 stems from the aforementioned opposing agents’ goal 
categories and evaluation of  goals (particularly at the platoon level), 
and their execution. Further the accuracy of  their evaluations is a 
reflection of  the quality of  their information provided by the IT. 
In short an agent’s perceptions and its goal evaluation accuracy 
depends quite directly on the IT. This should come as no surprise 
since S4 was designed to support assessments of  ITC2, especially 
when IT is perturbed by enemy action such as electronic warfare or 
computer network attacks.

Figure 5. Platoon Leader Process Breakdown
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With respect to the network represented in S4, communications 
are modeled over multiple networks for both Blue and Red forces. 
Depending on the study issues, the level of  fidelity required for 
analysis can be set within the simulation. These levels range from 
a No Attenuation setting that enables perfect communications for all 
messages regardless of  range and power to a Fully Attenuated setting 
that includes the use of  complex algorithms (specifically, Terrain 
Integrated Rough Earth Model, [TIREM]) to determine dB loss 
over irregular terrain. The ability to vary simulation IT configu-
rations (thereby exploring various IT perturbations) naturally sup-
ports our primary assessment method. For each simulation agent 
A, denoted SimA (e.g., a platoon DMP), there is a ground truth 
agent, denoted GTA, that makes decisions, including evaluations of  
threats to goal attainment, using the same algorithms as the SimA, 
but using ground truth data as input to the algorithms. The GTA 
decisions have no impact on the simulation, but are recorded for 
later comparison with those of  the subject SimA, supported by vari-
ous IT configurations. This methodology is called the Objective 
Information System Assessment (OISA) method and further details 
on the comparisons enabled by the method have been reported else-
where (Davidson et al. 2008).

In the next section we transition from the conceptual description 
given here to a recent application of  S4 in an ITC2 experiment, 
in particular using the Situation Monitor (specifically, the purpose 
evaluation module) of  the platoon leader model. These results have 
been reported elsewhere (Hudak et al. 2008), but serve here to high-
light an analyst’s ability to use the S4 M&S asset to directly perform 
ITC2 assessments, because of  the explicit representation of  goal 
categories, virtual commanders’ goal evaluation, and IT configura-
tion control in the S4. 
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Section 4. An ITC2 Experiment Based 
on Purpose Evaluation Accuracy

These experimental results were produced at New Mexico State 
University, using the S4 M&S application, as part of  a doctoral dis-
sertation in Industrial Engineering, and were reported fully (in Hudak 
et al. 2008). The experiment focused on assessing the relationship 
between information provided by the technological systems and 
a virtual commander’s (specifically, a PLT leader’s) ability to accu-
rately understand the battlefield and make decisions. The research 
attempted to answer two questions: (1) how do different degrees of  
sensor density, sensor quality, and communication network quality 
affect the quality of  information provided to the decision-maker; and 
(2) how does this change in information affect decisions made by the 
simulation agents, in comparison to their corresponding ground truth 
agents? The experimenters used the OISA method to assess decision 
making: information provided to the subject Simulation Agent (SimA) 
by IT was judged to be high quality if  the SimA judgments corre-
sponded with the Ground Truth Assessor’s (GTA) judgments in the 
following sense (Hudak et al. 2008): “As a generalization of  the tradi-
tional notion of  value of  information, we assert that value is depen-
dent upon the relevancy and accuracy of  the information provided to 
a decision-maker…(based on) the principle that relevant and accurate 
information provided to a decision maker always increases utility.”

The experiment employed a full factorial design, over three key fac-
tors expressing IT variants: Sensor Quality, Sensor Density, and 
Communications. Sensor quality had three levels (quality = 80/90/100% 
of  baseline capability), sensor density had three levels (Low/Medium/
High force density of  intelligence, surveillance and reconnaissance 
[ISR] units), and communications had three levels (80/90/100% trans-
mission efficiency in the communications domain). The outcome 
variables were decision metrics, indicating levels of  perception, com-
prehension and projection, consistent with the Endsley’s SA Levels 1, 
2, and 3 (Endsley 2000). Metric values were computed as goal evalu-
ation accuracy scores for explicit judgments of  the PLT leader, by 
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comparing the PLT leader’s (SimA’s) judgments at numerous deci-
sion points with the assessor agent’s (GTA’s) judgments at these same 
decision points.

The experiment scenario depicts 1st Battalion in a high intensity 
battle, with Team Infantry, consisting of  two infantry carrier pla-
toons and one tank platoon, in the spotlight. The company’s pur-
pose is to protect the advance of  Team Tank through a mountain 
defile (Tidzi Pass), thus enabling Team Tank to continue its advance 
to another key mobility corridor further to the east (Farsi Pass). The 
capture of  Farsi Pass should allow for the unimpeded advance of  the 
battalion main effort to ultimately secure an international airport 
east of  Farsi Pass. The factor settings of  sensor density low, medium, 
and high equated to 1, 2, or 3 reconnaissance platoons, respectively, 
that provide intelligence reports to Team Infantry. The threat force 
consisted of  ten insurgents within Tidzi pass and a company-size 
militia armor force. The enemy’s purpose goal is to protect forces at 
the international airport that are finishing their defensive prepara-
tions by delaying the advance of  1st Battalion through Tidzi Pass 
for five hours. The decision processes of  the second platoon leader, 
Team Infantry, were of  particular interest during the experiment. 
Figures 6 and 7 below illustrate the Battalion and Team Infantry 
scenarios modeled in the S4 for this experiment. 
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Figure 6. 1st Battalion Concept of  Operation. Note the purpose and 
initial task goal of  Team Infantry.

Figure 7. Team Infantry Course of  Action 3 (of  5). Note the purpose 
and initial task goal of  2nd platoon.
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Each platoon leader was modeled by an agent with platoon DMP 
described in the previous section. The experiment employed a mea-
sure called situation awareness positional accuracy (SA Pos Accuracy) 
implemented as a metric based on a computation of  the complete-
ness, or percent of  all enemy forces known, combined with a dis-
tance-based accuracy score with the qualifier that for a perfect accu-
racy score, per enemy tank, the tank’s position must be known within 
100 meters of  ground truth. This kind of  measure of  information 
input to a decision process is also used by many other M&S appli-
cations; the only noteworthy aspect here is that SA Pos Accuracy 
in S4 is computed using the OISA method, so that the standard 
against which accuracy is ultimately computed can be easily varied, 
when alternative assessor agents are of  particular interest to the ana-
lyst. An example of  an alternative assessor agent is the perfect com-
munications agent (PCA), programmed to receive every message 
intended for the subject agent, though possibly not received by the 
subject agent; along with the GTA, the PCA is implemented in S4.

Another measure employed in the study, of  more direct interest for 
this paper, is critical threat unit accuracy (CTU accuracy) that represents 
the accuracy of  the comprehension of  the platoon leader in deter-
mining the enemy entities that are a threat to the platoon leader’s 
purpose (a protection goal, referring to a peer platoon). This mea-
sure is implemented as a metric by computing the percentage of  
entities within the GTA platoon leader’s CTU array that are also in 
the SimA platoon leader’s CTU array: the GTA provides the objec-
tive expression of  which enemy entities should be understood as 
threats to purpose, while the SimA is judged according to which of  
those (GTA) entities he has identified as threats to purpose. Finally 
for projection, a platoon assigned objective accuracy (not to be con-
fused with purpose) measure was created, that compared the dis-
tance between the final objective (i.e., way point) given by the SimA 
platoon leader to his subordinates to the final objective the GTA 
platoon leader would have given to his subordinates; the way point 
is the grid coordinate ordered by the platoon leader to his subordi-
nate vehicle commanders, at which the platoon is to execute the task 
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selected. This measure was implemented as a metric by comput-
ing the distance in meters between the way point for the SimA task 
execution and the way point for the GTA task execution. 

Based on 53 replications per point in the full factorial design, the 
sensor quality factor demonstrated impact on the amount of  area 
the reconnaissance force could survey and the number of  intelli-
gence reports submitted. However, this impact was small in compar-
ison to the sensor density and communications factors, so we report 
only outcomes in the sensor density and communications levels. As 
seen in Figure 8, compared to the low sensor density level, the high 
sensor density level covered only about 38% more of  the AO, but 
produced nearly 70% more intelligence reports. The low commu-
nications level led to about 36% more delay than the high level and 
slightly decreased the number of  intelligence reports.

Figure 8. 

Communications 
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72 
72 

Experimental results for technological metrics, across 
various parameter values.

Figure 9 indicates outcomes for the CTU accuracy metric for the 
1st platoon leader (whose goal was to protect the 2nd platoon). The 
experiment indicated that the competition for network resources, 
which arose naturally from the voice protocol model employed 
within S4, created delays in communication with larger ISR forces. 
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Though more information was gathered by the forces, it was slower 
to be distributed to the platoon leader in question, and the platoon 
leader’s goal evaluation accuracy (modeled as CTU accuracy) suf-
fered as a consequence. In this context, delay was more important than 
spatial coverage, indicating that the spatial coverage provided by the 
sensor density low level was already sufficient to report threats to 
platoon leaders. A more thorough investigation of  the interaction 
between IT variations and decision maker’s goal evaluation accu-
racy, to provide robustness of  the final assessments, would include a 
variety of  operational contexts used with the same factor and level 
combinations. 

What is crucial here, and our primary motivation for reviewing the 
results of  this ITC2 experiment (Hudak et al. 2008), is that the 
explicit nature of  the representation of  goal categories and their 
evaluations in the cognitive process of  this virtual platoon leader was 
necessary for the experiment to focus on the accuracy with which 
these evaluations were made—without the explicit models, these 
particular measurements would not be possible.
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Figure 9. Confidence Intervals for Comprehension metric values in 
(Hudak et al. 2008)

Section 5. Additional Requirements for Agile Agents

In this section, we briefly review the notion of  agility (Alberts and 
Hayes 2006) and note that a consequence of  the previous goal cate-
gory definitions is that we can refine two aspects of  agility (adaptation 
and innovation, within Alberts and Hayes’ six features). These two fea-
tures of  agility (i.e., the extent to which an agent, or an organization, 
manifests adaptivity or innovativeness) directly depend on the cat-
egories of  goals present within the cognitive processing of  a virtual 
commander. With this observation in mind, we further extend Albus’ 
4D/RCS model of  an intelligent agent by identifying requirements 
for a specific model of  an agile agent. From these additional require-
ments for agile agents, we also derive important ITC2 experimen-
tal consequences relating to allocation of  decision rights, patterns of  
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interaction, distribution of  information, and to IT representations 
themselves. Later we assess the extent to which S4 satisfies the addi-
tional agility requirements, highlighting successes and failures. 

As the reader has undoubtedly noted, we have frequently referred 
to Alberts and Hayes, and Albus throughout the paper; this section 
will be no different. For that reason it is worthwhile to distinguish 
between the concept of  agility and Albus’ reference model of  an 
intelligent agent. Alberts and Hayes have decomposed the concept 
of  organizational agility into its relevant parts; converting ambigu-
ous terms from human language into precise definitions with cor-
responding syntax is not an easy task but it is essential for the devel-
opment of  agent models and more generally the C2O. Significantly 
Alberts and Hayes describe for us what organizational agility is but 
do not go so far as to tell us how organizational agility happens. On 
the other hand Albus is not concerned with defining or describing 
the concept of  organizational agility per se. Rather Albus’ model is 
an attempt to describe an architecture for the cognitive processes 
organic to an intelligent agent, virtual or human, agile or not, expe-
rienced or not. As such Albus’ model is a conceptual design that 
when fully developed and implemented would ostensibly lead to 
intelligent behavior, but the model does not go so far as to describe 
the required contents of  each of  the modules nor does it indicate 
the algorithms that would cause the modules to work in harmony 
to produce intelligence. In both cases, analysts are left to do more 
work—and rightfully so, as a reflection of  the appropriate level of  
generality selected by these respective conceptual model builders—
that is, work that defines how organizational agility and intelligence 
are actually produced in a specific context. To design, build and test 
agent-based M&S applications for ITC2 assessments we must dis-
till these conceptual and descriptive characterizations into require-
ments and specifications for eventual algorithmic form. The aim of  
this section then is to synthesize concepts originating at these respec-
tive sources, in an initial attempt to identify what the requirements 
would be for an agile, tactical decision making agent, within a spe-
cific M&S application.
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Recent research indicates that an organization is agile if  it has the 
ability to sustain progress toward goals in the face of  various impedi-
ments (Alberts and Hayes 2003). The six features of  agility suggest 
what kinds of  impediments (robustness and resilience) can exist and 
also how an organization’s progress is sustained, in terms of  both 
cognitive processes (adaptation and innovation) and execution 
(responsiveness and flexibility). In the list below, we reorder the six 
terms, starting with the identification of  impediments, proceeding 
to solution of  the problem posed by the impediments, and finally 
resulting in effective execution of  the solution. Further, we rephrase 
the six features to disambiguate the terms, to isolate the features that 
relate directly to goal categories. 

Restated, an organization is said to be agile if  it has the ability to 
sustain progress toward goals:

a. Despite external impediments, based on environment or enemy 
(robustness),

b. Despite internal damage short of  catastrophic loss of  function, based on 
change of  own state (resilience),

c. By changing goals, including the implementation of  changes to organiza-
tional structures that will achieve those goals (adaptation),

d. By creating new capabilities and/or effects from out of  existing organi-
zational structures and resources (innovation),

e. By executing in a manner that employs timely information (responsive-
ness); and

f. By seamlessly transitioning between a breadth of  existing capabilities 
(flexibility).
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As previously mentioned, Albus’ model of  the internal components 
of  an intelligent agent (see Figure 1) can be extended in order to 
realize further requirements for agile agents. The first extension is 
the determination of  requirements for the Sensory Processing (SP), 
World Model (WM), Value Judgment (VJ), and Behavior Generation 
(BG) modules, based on our rephrasing of  the six features of  agility 
(A - F above):

a. To express robustness, the agent’s SP module must deliver cur-
rent external state changes in its environment to the WM 
module;

b. To express resilience, the agent’s SP module must deliver cur-
rent internal state changes it (or its unit) has personally suf-
fered to the WM module;

c. To express adaptation, an agent’s BG module must be able to 
reset current goals for subordinates, in the form of  purposes, 
tasks, or actions appropriate to the agent’s role in the orga-
nization, by delivering plans to WM and VJ and choosing 
between them based on the returned evaluations;

d. To express innovation, an agent’s BG module must be able 
to create new assets from existing assets and generate goals, 
in the form of  previously unobserved purposes, tasks, or 
actions;

e. To express responsiveness, there are multiple module inter-
actions that must occur: before delivering Commanded 
Actions (goals), an agent’s BG module must command IT 
assets to resolve uncertainty values from VJ associated with 
possible plans; and
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f. To express flexibility, an agent’s WM module must produce 
future states, based upon predictions formed from a com-
bination of  input from the SP module and the KD module, 
and the BG module must continuously produce potential 
plans to resolve issues present in those future states.

Notice that the refinements of  adaptation and innovation both refer 
to goals that can take the form of  any of  the three categories dis-
cussed in Section 2. However, we believe that organizational agility 
is enhanced when the goal category exchanged between superiors 
and subordinates is purpose, since it is most general and provides the 
greatest degree of  decision allocation (because of  the goal ordering 
principle of  Section 2: Purpose > Task > Primitive Action). We also 
claim that when purposes are the preferred form of  goal exchange, 
then peer-to-peer cooperation is likely to be highest since achieve-
ment of  one’s own goals depends upon others’ achievement of  their 
goals, necessitating cooperation and coordination between self  and 
others. Thus another dimension of  the C2 approach space, peer-to-
peer collaboration, depends upon the use of  purpose as the primary 
goal category. Furthermore, a corollary to the previous relationship 
is that when superiors use purposes, subordinates will manifest high 
levels of  collaboration and information sharing. The various uses 
of  goal categories in controlling subordinates within an organiza-
tion also implies that IT will need to be flexible enough to support 
a variety of  C2 configurations depending on the control methods 
imposed on a system. 

For example in the extreme detailed command case where goals pri-
marily take the form of  tasks and primitive actions, IT will need to 
directly support the top nodes in the hierarchy. These nodes will 
need most of  the bandwidth to manage all of  the down-up infor-
mation exchange that will be required to micromanage forces and 
their execution. On the other hand, if  purpose exchange is the pre-
ferred method of  control then IT will need to be configured to pro-
vide maximum support to peers, with little remaining bandwidth 
required for the top level nodes since they will primarily need to 
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“listen in” on the developing situations, decisions, and interactions 
of  subordinates; fine tuning execution when needed. Further, each 
IT variant presumably will have its own unique susceptibilities and 
vulnerabilities that will impact each virtual commander’s goal evalu-
ation accuracy.

Our inescapable conclusion is that ITC2 experiments (especially 
those focused on agility) require goal evaluations (specifically pur-
pose evaluations), IT variations, and measures of  commanders’ goal 
evaluation accuracies within organizational contexts. In reconsider-
ing the earlier survey of  M&S developments, we note that many of  
these applications [MANA, ISAAC, WISE, etc.] may be considered 
implementations of  Albus’ conceptual model for intelligent agents. 
However, with the agility requirements added these same applica-
tions often fail to satisfy the extended model of  an agile agent, spe-
cifically these applications do not explicitly model the goal categories 
necessary for agility (especially purpose), lack agent projection of  
future states, lack agents’ evaluation of  futures, lack agent control of  
information system assets, and they lack other C2O concepts indi-
cated by the full description of  organizational agility. Within S4 itself, 
the development of  the platoon DMPs only satisfies two key require-
ments of  the extension of  Albus’ model to agile agents, namely the 
evaluation of  purpose goals and the projection of  futures.

Despite the advances in the development of  the S4 platoon leader, 
the current range of  S4 DMP implementations requires a differ-
ent set of  metrics (for ITC2 experiments) unique to each type of  
virtual decision maker. This is because the DMPs are not consis-
tent throughout the hierarchy, and each DMP has a different com-
putational representation. To create a uniform assessment method 
for goal evaluation accuracy, all the DMPs at the different levels of  
the S4 hierarchy should differ only in the scale and scope of  the 
problems they solve, in the assets they employ, and in the roles they 
fulfill, but not in the decision process. In this way an analyst using 
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the S4 M&S application can apply the same suite of  metrics to all 
DMPs, irrespective of  their placement in the hierarchy, to produce 
an experimental design that treats the organization uniformly.

Yet despite these shortcomings, trace elements of  organizational 
agility can already be found throughout the S4 model and also in 
some of  the models previously mentioned. For example robustness 
is directly supported within S4. The platoon DMP’s evaluation of  
alternative tasks can be triggered by external state changes due to 
enemy or terrain. Further each agent possesses a suite of  sensors and 
network devices that provide for the agent’s perceptions of  its envi-
ronment, specifically those state changes of  immediate and direct 
concern to the agents themselves and of  indirect concern to other 
agents on their teams. Recent efforts were also made to include high 
fidelity ballistics damage information within the S4 model. A con-
sequence is that the simulation now supports resilience wherein each 
agent becomes aware of, responds to and reports its own internal 
capability degradations as a function of  damage incurred. Adaptation 
is explicitly supported at the level of  platoon leaders (while only indi-
rectly and loosely supported at the battalion, company and platform 
levels) as described in the previous section. Innovation is not supported 
at all and is perhaps our biggest challenge, assuming that this element 
of  agility is required to perform ITC2 experiments. Responsiveness 
is loosely supported through the platoon leader’s use of  Class I UAVs 
to survey ground five minutes ahead of  its unit’s current position, 
but this situational use of  IT assets does not occur elsewhere in the 
DMP hierarchy. The biggest challenge here is to model an agent’s 
information uncertainty and its re-application of  IT to fill in miss-
ing, unclear, incomplete or suspect information before it decides and 
issues orders. Currently S4 agents always possess certain informa-
tion, however inaccurate it might be. Finally flexibility is also not sup-
ported. Here too the challenges are substantial. It will be a long road 
to model an agent’s predictions of  futures that will require the agent 
to conceive of  new ways of  working to solve a vast number of  prob-
lems that could be foreseen in those predicted futures (e.g., fight-
ing insurgents one day and building school houses the next). Again, 
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despite shortfalls, we continue to expand the C2O and implement 
in S4 those concepts relevant to ITC2 experiments, especially how 
well do various IT configurations support virtual commanders’ goal evaluations.

Section 6. Summary and Future Work

In this paper, we defined three familiar categories of  goal state-
ments—purpose, task and primitive action—using sufficiently spe-
cific domain referents such that the three terms are clearly differen-
tiated from one another. The definitions are intended to serve as an 
important start toward unambiguous and testable requirements for 
software models of  commanders, a necessity in the design of  M&S 
assets to be used in ITC2 experiments based on the commanders’ 
goal evaluation accuracy. We then surveyed familiar M&S develop-
ments and noted their lack of  instantiation of  goal categories (spe-
cifically purpose), goal evaluations and projections of  futures, and 
presented a summary description of  the S4. We also examined how 
the S4 was used to support a recent ITC2 experiment. Finally 
we developed requirements for agile agents, derived from the con-
cept of  organizational agility, which we expressed via Albus’ 4D /RCS 
model of  an intelligent agent and then reconsidered advances in the 
S4 in light of  the additional requirements. By constructing virtual 
commanders that satisfy the requirements in this paper, we believe it 
will be possible to conduct direct M&S-based ITC2 experiments 
across the entire C2 approach space, ranging from traditional mili-
taries to edge organizations, all based on the fundamental measure-
ment: goal evaluation accuracy. 

In the future we expect to expand our capability to perform more 
sophisticated ITC2 experiments, yet modeling challenges remain 
in the domains of  uncertainty, information systems’ interdependen-
cies, individual agent decision making behavior, and agent roles and 
interactions within organizations. Our immediate future will focus on 
the latter challenge. We want to account for and model organizational 
interactions (such as coordination, cooperation and collaboration) 
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between virtual commanders (and their subordinates) in all types of  
organizations, including edge organizations. Continuing our use of  
Albus’ conceptual framework we will endeavor to express require-
ments for inter-agent interactions between intelligent agents. The 
extensions will further expand the C2O and support modeling of  
the three key features of  an edge organization: broad dissemination 
of  information, unconstrained patterns of  interaction, and maxi-
mum allocation of  decision rights to subordinates.
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